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I. Introduction
Individuals’ forecast behavior remains an area of considerable research interest because of its 

importance for understanding decision-making, as well as for explaining movements in economic 

and financial variables. The majority of studies have focused on expectations, but other dimensions 

of forecast behavior such as disagreement and uncertainty also play an important role in 

macroeconomic analysis.1 Despite their importance, the measurement of disagreement and 

uncertainty—like the measurement of expectations—is challenging because of the inherent difficulty 

in observing individuals’ subjective assessments. While many surveys offer information about point 

forecasts and their dispersion across respondents, most typically do not provide information about 

the degree of confidence that respondents attach to their point forecasts. 

There are, however, a limited number of surveys that provide both point and density 

forecasts, with the latter taking the form of subjective probability distributions. The availability of 

density forecasts allows for a more detailed analysis of forecast behavior than can be carried out 

using point forecasts alone. For example, density forecasts provide a basis to construct measures of 

individual and aggregate uncertainty. In addition, studies using density forecasts have documented 

substantial heterogeneity and persistence in forecasters’ uncertainty.  

This paper examines point and density forecasts from the European Central Bank’s Survey 

of Professional Forecasters (ECB-SPF) that solicits euro area expectations for real GDP growth, a 

harmonized index of consumer prices (HICP) inflation and the unemployment rate. In particular, we 

use the ECB-SPF data for an empirical investigation into three issues related to the measurement 

and behavior of uncertainty and disagreement. First, we construct individual measures of uncertainty 

and disagreement, with the latter involving the introduction of new respondent-specific measures of 

disagreement derived from both point and density forecasts. By using metrics of the divergence 

between two distributions, we extend the notion of disagreement beyond its conventional 

association with differences in point forecasts to include, as well, differences in density forecasts. 

These new measures of forecast dispersion allow us to undertake a parallel analysis of disagreement 

and uncertainty, as well as to gauge the robustness of the results to the alternative forecast 

dispersion measures. 

1 For example, it is argued that uncertainty is an important source of business cycle fluctuations [Bloom 
(2009), Bloom et al. (2018)] and a fundamental determinant of asset prices [Campbell (2000)]. Differences in 
agents’ expectations have been cited as an important channel for monetary policy to affect real activity 
[Woodford (2003), Mankiw and Reis (2002), Lorenzoni (2009)] and a key factor influencing the effect of 
public information signals [Morris and Shin (2002), Amador and Weill (2010)]. 
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Second, we analyze statistical features of the individual measures of uncertainty and 

disagreement across the three forecast variables. Specifically, we examine the cross-sectional 

behavior of uncertainty and disagreement, as well as their movements over time. Moreover, and in 

contrast to studies conducted at the aggregate level, we consider the roles of respondent and time 

effects in the behavior of uncertainty and disagreement. This provides a useful background for our 

formal investigation into the issues of heterogeneity and persistence. 

Last, we investigate the relationship between individual uncertainty and disagreement. 

Numerous empirical studies—lacking a direct measure of aggregate uncertainty—have used 

aggregate disagreement as a proxy for aggregate uncertainty under the maintained assumption of a 

meaningful positive association between the two variables. Uncertainty and disagreement, however, 

are distinct concepts and theory offers little guidance about their association. Moreover, while the 

conceptual distinction between uncertainty and disagreement is clear at the individual level, direct 

measurement and testing of their association has, to date, been entirely at the aggregate level. 

Because aggregation may obscure the true relationship, the forecast dispersion measures in this study 

allow us to evaluate the reliability of disagreement as a proxy for uncertainty at the individual level. 

Given that the global financial crisis falls approximately in the middle of our sample period, we 

investigate whether there is a change in the linkage between disagreement and uncertainty associated 

with this event. 

The empirical analysis yields several findings of note. There is substantial heterogeneity in 

forecasters’ uncertainty and disagreement. In addition, individual uncertainty is associated with 

prominent respondent effects, while individual disagreement is associated with prominent time 

effects. Thus, differences across respondents’ measured uncertainty feature a pronounced time-

invariant element that is consistent with our finding that uncertainty displays higher persistence than 

disagreement. Moreover, the differential presence of time-invariant and time-dependent elements in 

individual uncertainty and disagreement is consistent with our finding of an economically 

insignificant co-movement between the series. Further, this conclusion is unaffected when we 

consider sub-samples before and after the global financial crisis that we associate, respectively, with 

a tranquil and volatile forecasting environment. Taken together, our findings at the individual level 

corroborate the majority of evidence at the aggregate level that disagreement is not a reliable proxy 

for uncertainty. 

The paper is organized as follows. The next section provides a summary of the literature 

focusing on survey-based measures of uncertainty and disagreement. The third section describes the 

ECB-SPF data. Section four introduces the individual measures of uncertainty and disagreement, as 
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well as investigates statistical features of the series. The section also details the regression models 

used to analyze the co-movement between disagreement and uncertainty and reports the statistical 

and economic significance of the estimated relationship. The final section concludes by discussing 

the implications of our findings. 

 

II. Literature Review 
While there are a large number of surveys that report point forecasts, only a small number 

also provide density forecasts. These include the ECB-SPF examined here, as well as the U.S. Survey 

of Professional Forecasters (US-SPF), the Bank of England Survey of External Forecasters (BOE-

SEF) and the Federal Reserve Bank of New York Survey of Consumer Expectations (FRBNY-

SCE). 

An issue of central importance to our analysis is the measurement of uncertainty and 

disagreement. Several different methods have been used to measure uncertainty based on the 

reported density (histogram) forecasts. In some cases, the uncertainty measure is derived from the 

individual density forecasts assuming that the probability mass within each interval is concentrated at 

the midpoint of each interval [Rich and Tracy (2010), Kenny et al. (2015)], or that the probability 

mass is distributed uniformly within each interval [Zarnowitz and Lambros (1987), Abel et al. 

(2016)].2 In other cases, the uncertainty measure is derived by fitting a continuous distribution to the 

individual density forecasts, where the continuous distribution is a normal distribution [Giordani and 

Soderlind (2003), Boero et al. (2014)], a generalized beta distribution [Bruine de Bruin et al. (2011)], 

or both [Clements (2014a, 2014b)].3 Alternatively, other studies [Batchelor and Dua (1996), Boero et 

al. (2008)] have focused on constructing an aggregate density forecast and then using a 

decomposition of the aggregate variance to derive a measure of average uncertainty. 

To date, aggregate disagreement has been measured using the dispersion of respondents’ 

point forecasts as reflected in the cross-sectional variance/standard deviation, the interquartile range 

(IQR), or the quasi-standard deviation (qsd).4 While there are a few studies that have used density 

forecasts to derive a measure of disagreement, they have focused on the dispersion of individual 

density forecast means [Giordani and Soderlind (2003), Boero et al. (2008), D’Amico and 

                                                           
2 D’Amico and Orphanides (2008) derive measures of uncertainty under both assumptions.  
3 As noted by Bruine de Bruin et al. (2011), Clements (2014a, 2014b) and Boero et al. (2014), reported non-
zero probabilities are needed in at least three bins to allow fitting to proceed. They follow the approach of 
Engelberg et al. (2009) and construct uncertainty measures by fitting triangular distributions when a 
respondent assigns probabilities to two intervals or less.  
4 In this case, the quasi-standard deviation is equal to half the difference between the 16th and 84th percentiles 
of the sample of point forecasts appropriately interpolated. 
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Orphanides (2008), Bruine de Bruin et al. (2011)]. As we discuss in the next section, our measures of 

disagreement differ from previous measures in two important dimensions. First, we derive the 

measures at the individual level rather than at the aggregate level. Second, we implement them for 

both point and density forecasts. This is important because the density-based measure of 

disagreement is more general than the point-based measure of disagreement as it encompasses any 

differences in the density forecasts, rather than just in their first moments.  

Another area of interest concerns the characteristics of disagreement and uncertainty. In 

addition to examining the behavior of disagreement about point forecasts and density forecast 

means, studies have explored heterogeneity in forecasters’ uncertainty [D’Amico and Orphanides 

(2008), Boero et al. (2008), Bruine de Bruin et al. (2011), Clements (2014b), Boero et al. (2014)]. The 

finding of substantial heterogeneity in reported point forecasts and density forecasts has resulted in 

further exploration into the behavior over time of disagreement and uncertainty. There is evidence 

of persistent differences in respondents’ point forecasts [Patton and Timmermann (2010), Boero et 

al. (2014)], as well as in respondents’ forecast uncertainty [Bruine de Bruin et al. (2011), Boero et al. 

(2014)].   

A number of studies have also explored the relationship between disagreement and 

uncertainty, but the existing empirical evidence has only been at the aggregate level and has relied 

mainly on data from the US-SPF. The evidence from the US-SPF on this relationship has been 

mixed. Zarnowitz and Lambros (1987) report a modest positive association between disagreement 

and uncertainty. Giordani and Soderlind (2003) extend the sample period of Zarnowitz and 

Lambros and report a positive association between disagreement and uncertainty that is both 

economically and statistically significant, although some studies have argued that their conclusion is 

problematic.5 Examining matched point and density forecasts, Rich and Tracy (2010) find a very 

weak relationship between disagreement and uncertainty for the US-SPF. Recent analyses that have 

examined data from other surveys featuring point and density forecasts, such as Boero et al. (2008) 

for the BOE-SEF and Abel et al. (2016) for the ECB-SPF, have found little support for the use of 

disagreement as proxy for uncertainty.6 

                                                           
5 Rich and Tracy (2010) and Boero et al. (2014) discuss the problematic nature of fitting normal distributions 
to histograms where respondents place positive probability in less than three bins. 
6 Boero et al. (2014) find a strong positive correlation between disagreement and uncertainty when they 
extend their 2008 analysis of the BOE-SEF to include the recent crisis period.  However, the results are 
driven principally by observations in the series associated with the initial onset of the crisis. The authors 
conclude that disagreement appears to be a useful proxy for uncertainty when it exhibits large fluctuations, 
but low-level high frequency variations in the series are not sufficiently correlated.    
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In an interesting paper, Lahiri and Sheng (2010) argue that the disagreement-uncertainty 

relationship may be episodic. They develop a Bayesian learning model in which agents hold diverse 

prior beliefs and receive a public signal about the forecasted target variable, where the precision of 

the public signal can change over time. In their framework, greater uncertainty in the interpretation 

of the public signal decreases its information content and results in disagreement reflecting relatively 

more of the diversity in forecasters’ prior beliefs. On the other hand, lower uncertainty in the 

interpretation of the public signal raises its information content. Consequently, forecasters will 

attach greater weight to the public signal, which, assuming they interpret the public signal in a similar 

manner, will lead to lower disagreement. An implication of their model is that the strength of the 

disagreement-uncertainty relationship will be inversely related to the volatility of the forecasting 

environment. Because our sample period includes the global financial crisis, it provides an 

opportunity to examine if the relationship between disagreement and uncertainty is sensitive to the 

change in volatility related to this event. 

 

III. The European Central Bank’s Survey of Professional Forecasters 

Since 1999, the ECB-SPF provides a quarterly survey of forecasts for euro area real GDP 

growth, the harmonized index of consumer price (HICP) inflation and unemployment. The ECB-

SPF asks panelists for forecasts at short-, medium- and longer-term horizons including both rolling 

and calendar year variants. The ECB-SPF draws its pool of panelists from both financial and non-

financial institutions throughout the euro area, with a little more than 40 panelists responding on 

average per survey. For additional details about the ECB-SPF, see Garcia (2003) and Bowles et al. 

(2007). 

For the three macroeconomic variables—real GDP growth, inflation and unemployment—

the ECB-SPF asks respondents to submit both a point and a density forecast. For the density 

forecasts, respondents provide a probability distribution of forecasted outcomes. Specifically, they 

report their probability distribution as a histogram using a set of intervals provided by the ECB. The 

ECB-SPF changes over time the number of closed intervals for the histogram in an effort to limit 

the likelihood that respondents place either a significant probability or no probability in either of the 

two open intervals. However, the ECB-SPF uses a common width for the closed intervals and this 

width has remained fixed.7 

                                                           
7 This contrasts with the US-SPF that has experienced periodic changes in interval widths of the density 
forecasts. 
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In our analysis, we examine matched point and density forecasts for real GDP growth, 

HICP inflation and the unemployment rate that involve a “rolling” one-year-ahead horizon.8 Given 

that the horizon length remains constant through time, we treat the data as quarterly observations 

on a set of homogenous series. As Garcia (2003) notes, there is a temporal misalignment between 

the target variables because of differences in the data frequency and publication lags of the variables. 

Specifically, real GDP growth is published quarterly with a two-quarter lag, while HICP inflation and 

the unemployment rate and are published monthly with a one-month lag and a two-month lag, 

respectively.9 

With regard to the sample, our study covers the period 1999Q1–2017Q3. For each survey 

and forecast variable, we exclude any respondent who does not report matched point and density 

forecasts, or whose probabilities for a density forecast do not sum to unity. In addition, we exclude 

the 2009Q1 real GDP growth density forecast data because many respondents in this survey placed 

significant probability in the lower open interval of their real GDP growth density forecasts.10  

Before turning to the empirical analysis, there is a caveat that merits attention relating to the 

density forecasts reported by the ECB-SPF or similar surveys. As discussed in Boero et al. (2014), it 

is important to recognize that any reported probability distribution will be an imperfect 

representation of the respondent’s forecast uncertainty. They note the apparent difficulty of 

forecasters to give precise numerical values for their subjective probabilities. In addition, the limited 

number of intervals to which many respondents assign probabilities precludes the specification of a 

parametric probability distribution, with any fitted distribution necessarily expressing uncertainty 

about the target variable in more detail than the forecaster has conveyed. Consequently, researchers 

should view a survey-based measure of uncertainty as an estimated proxy for the respondent’s 

unobserved uncertainty, and some caution should be exercised when interpreting results and making 

inferences about uncertainty and its features based on this proxy. 

  

                                                           
8 There are also forecasts reported for the a one-year/one-year forward horizon and a longer calendar 
horizon – four-calendar years ahead for surveys conducted in the Q1 and Q2 rounds, and five-calendar years 
ahead for surveys conducted in the Q3 and Q4 rounds. 
9 For example, the 2010Q1 survey questionnaire asks respondents to forecast one-year-ahead output growth 
from 2009Q3–2010Q3. For HICP inflation, the corresponding forecast horizon is December 2009–
December 2010. For the unemployment rate, the corresponding forecast is for November 2010.  
10 For this survey, the significant probability mass at the lower open interval corresponded to a growth rate of 
“-1% or less” and was due to the survey design of the density forecasts and its inability to provide sufficient 
coverage for the pessimistic point predictions of output growth. For individuals who either reported point 
predictions below -1% or wanted to indicate significant downside risk, they assigned most of their probability 
to the open-ended interval. The narrow spread of the probabilities across intervals results in an artificially low 
value of the uncertainty measure. See Abel et al. (2016) for further discussion. 
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IV. Variable Definitions 
The traditional survey-based disagreement measure used in the literature is either the cross-

sectional variance or standard deviation of the point forecasts. If we let e
i tf  denote the point 

forecast from respondent i in the survey at date t, tn  the number of respondents in the survey, and 

e
tf  the mean of these point forecasts, then the variance-based aggregate disagreement measure is 

given by: 

(1) 2

1

1 ( )
1

tn
e e

t i t t
it

D f f
n =

= −
− ∑  

The mean point forecast is also typically referred to as the “consensus” forecast.  

 Generalizing, we can define an individual “average point disagreement” (APD) measure for 

the jth respondent as the average squared distance between this respondent’s point forecast and the 

other respondents’ point forecasts:  

(2) 21 ( )
1

e e
j t i t j t

i jt

APD f f
n ≠

= −
− ∑   

The traditional variance-based aggregate disagreement measure can be thought of as the individual 

APD measure for a representative respondent whose point forecast coincides with the consensus 

mean. 

The APD measure uses the squared norm to measure the distance between two respondents’ 

point forecasts. However, we can also construct an individual disagreement measure using the 

absolute value norm, which places less weight on large pair-wise differences. Consequently, there is a 

robustness consideration associated with the choice of which distance norm to use. Specifically, 

measures based on the squared norm are more sensitive to outliers compared to measures based on 

the absolute value norm. We will point out in a subsequent discussion that uncertainty measures can 

be sensitive to the treatment of the open intervals of the density forecasts, with the sensitivity again 

being higher when using a squared norm. Because the absolute value norm helps to mitigate both of 
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these concerns, we adopt this metric for all distance calculations.11 Accordingly, we define the 

individual average absolute point disagreement (AAPD) measure as: 

(3) 1
1

e e
j t i t j t

i jt

AAPD f f
n ≠

= −
− ∑  

The traditional aggregate disagreement measure and individual disagreement measures just 

discussed are based on respondents’ point forecasts. For surveys like the ECB-SPF that report 

respondents’ density forecasts, we can construct additional individual-level disagreement measures 

that reflect more information than is revealed in the point forecasts. To illustrate this conceptually, 

consider two respondents i and j, where we fix the distance between their point forecasts across two 

scenarios, but vary the nature of the density forecasts. Assume that each respondent’s point forecast 

corresponds to the mid-point of the bin of their density forecast containing the highest probability. 

Consider the contrasting sets of densities in Figure 1. In scenario A, respondent i ’s density forecast 

and respondent j ’s density forecast are skewed to the right. In Scenario B, respondent i ’s density 

forecast does not change, while respondent j ’s density forecast is now skewed to the left and away 

from respondent i ’s point forecast. The point forecasts in each scenario are the same, and therefore 

would indicate the same degree of disagreement. However, based on the additional information 

conveyed by the density forecasts, it is reasonable to argue that the degree of disagreement between 

the two respondents is larger in scenario B.12 

 What we need, then, is a metric to convey the degree of divergence between two histograms. 

Following the choice of the absolute value metric to calculate dispersion of the point forecasts, we 

use the Wasserstein distance measure for histograms.13 Let 1
i tF −  denote the inverse cumulative 

density function (CDF) for respondent i in the survey at date t, where we assume the probability 

mass is distributed uniformly within each bin of the histogram. The Wasserstein disagreement (WD) 

measure between respondent i and respondent j is given by:  

                                                           
11 While the subsequent analysis restricts its attention to measures constructed using the absolute value norm, 
we also repeated the regression analysis with measures constructed using the squared norm. The results were 
qualitatively similar and are available in a separate Results Appendix to conserve on space. 
12 To further illustrate this point consider two density forecasts where one density is changed using a mean-
preserving spread—disagreement measured by the point forecasts or the density means would not change, 
while disagreement based on the density forecasts would change. 
13 See Arroyo and Mate (2009). The Wasserstein measure is also referred to as the earth mover’s distance.   
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(4) 
1

1 1

0

( ) ( )ij t i t j tWD F z F z dz− −= −∫   

We then define the individual average absolute density disagreement (AADD) measure for 

respondent j as follows: 

(5)  1
1j t ij t

i jt

AADD WD
n ≠

=
− ∑  

Our density-based measure of dispersion has several attractive features. First, the measure 

uses the same density forecasts as the uncertainty measure, potentially providing a closer linkage 

between movements in the series. Second, the measure allows us to capture any differences across 

density forecasts by focusing on the whole cumulative distribution function rather than specific 

moments. Consequently, the density-based disagreement measure may be more informative than its 

point-based counterpart. 

Turning to uncertainty, a popular proxy is the variance of a survey respondent’s density 

forecast. Zarnowitz and Lambros (1987) examine the US-SPF and derive the variance assuming a 

uniform distribution within each interval. The US-SPF density forecast, like that for the ECB-SPF, 

contains open intervals on each end of the histogram that must be closed to calculate this variance.  

A typical—although ad hoc—assumption is to close these exterior open intervals by assigning them 

twice the width of the interior closed intervals. After closing off the two open intervals, assume that 

there are tk  bins associated with the histogram, that the upper and the lower values for the ith bin 

are given, respectively, by iu and il , and that the probability assigned by respondent  j to this bin is

i
j tp . The probability distribution variance (PDV) measure of individual uncertainty is then given by: 

(6) 
23 3 2 2

1 13( ) 2( )

t tk k
i iit it it it

j t j t j t
i iit it it it

u l u lPDV p p
u l u l= =

      − −
= −      − −      
∑ ∑  

 To the extent that respondents place any probability in either open interval, the manner 

chosen to close off the open intervals will affect a variance measure of uncertainty.   In an attempt 

to mitigate this concern, our analysis uses instead the inner quartile range (IQR) to proxy 

uncertainty. This measure will be robust to the treatment of the open intervals as long as 

respondents do not place more than 25 percent probability in either open interval. While most 
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forecasters only assign probabilities to the interior closed intervals, in almost every quarter there are 

forecasters who assign probability to the open intervals. Moreover, the number of forecasters 

assigning probability to the open intervals can occasionally be notable. However, forecasters rarely 

place more than 25 percent probability in an open interval, thereby making the IQR an attractive 

alternative to the variance.14 We calculate the IQR uncertainty measure ( )j tIQR  assuming, as we did 

for the WD measure and the variance, that the probability mass is distributed uniformly within each 

bin of the histogram. 

A closer look at the point- and density-based measures of disagreement  

Because the individual point- and density based measures of disagreement provide new 

metrics of forecast dispersion, it is useful to examine and compare some of their properties as 

background before undertaking a more detailed investigation into their behavior and that of 

uncertainty. Figure 2 shows scatterplots of each respondent’s point- and density-based measures of 

disagreement for the three forecast variables over the full sample period along with a 45-degree 

reference line. There are several important takeaways from the scatterplots. The first is that, absent 

any shape differences in the density forecasts, both disagreement measures are the same. To 

understand this, consider the following simple example of two respondents whose density forecasts 

are identical except for their location. Assume that the point forecast for each respondent 

corresponds to the implied median of their respective density forecasts. In this example, all 

percentiles of the density forecasts differ by the same amount as the medians. An implication is the 

difference between the inverse CDFs in equation (4) will always equal the point disagreement value, 

so that the subsequent integration yields a density disagreement that is equal to the point 

disagreement. Consequently, divergences between a respondent’s point and density disagreement 

measures reflect shape differences between the density forecasts. 

A second observation from Figure 2 is that the density- and point-based measures of 

disagreement display an asymmetry at low levels of forecast dispersion. Specifically, at levels of point 

disagreement less than 0.5, a disproportionate share of the dots are above the 45-degree line 

indicating the density-based measures of disagreement tend to be higher than their point-based 

counterparts. However, the asymmetry essentially disappears at higher levels of disagreement as the 

dots are more evenly distributed on either side of the 45-degree line. This suggests that the density 

                                                           
14 This occurred in less than 1 percent of the surveys. For real GDP growth, inflation and unemployment, the 
percentages were 0.54% [17 responses out of 3,164], 0.03% [1 response out of 3,309], and 0.81% [24 responses out of 
2,962], respectively. 
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disagreement measure tends to identify relatively more disagreement than the point disagreement 

measure in environments of low of disagreement. 

A third finding relates to the important question of how much independent variation there is 

in the density disagreement measures controlling for the point disagreement measures. When we 

regressed the density disagreement on the point disagreement, the 2R  value ranges from 0.63 to 

0.76. However, the correlation between the two disagreement measures changes dramatically as the 

level of forecast dispersion rises. For each of the three forecast variables, we used the median value 

of the point-based disagreement measure to partition the data and re-ran the regressions of the 

density disagreement on the point disagreement for each of the two samples. For the regressions 

involving the lower disagreement levels, the 2R value ranged from 0.04 to 0.20. In contrast, for the 

higher disagreement levels, the 2R value ranged from 0.62 to 0.80. So, while location of the densities 

as captured by the point disagreement generates the larger source of overall disagreement variation, 

shape differences in the densities adds additional information particularly at lower levels of 

disagreement. As a result, to the extent that these two disagreement measures differ in their 

relationship with other variables, that difference likely arises in low disagreement situations.  

Heterogeneity and persistence 

Drawing upon the literature that has examined heterogeneity and persistence in various 

features of forecast behavior, we undertake a similar analysis for our measures of disagreement and 

uncertainty. Figure 3 and Figure 4 plot, respectively, the distributions of our individual disagreement 

and uncertainty measures for the three forecast variables.15 The distributions allow us to see the 

cross-sectional spread in the individual-level measures, as well as their behaviors over time. As a 

point of reference, the green line in each panel depicts the median value, around which we observe 

considerable dispersion, implying substantial heterogeneity across respondents in their degrees of 

disagreement and uncertainty. In addition, the distributions typically display positive skewness. Note 

that the vertical scale of the disagreement measures for real GDP growth and inflation is different 

from that of the uncertainty measures. 

                                                           
15 Figure 3 and Figure 4 plot values for the real GDP growth forecasts from the 2009Q1 survey for 
completeness. As noted earlier, we exclude these values from the regression analysis because of problems 
associated with the reported density forecasts.  
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All of the disagreement measures spike during the global financial crisis, with a subsequent 

smaller spike occurring with the onset of the European debt crisis.16 While the individual uncertainty 

measures in Figure 4 display a greater degree of cross-sectional dispersion compared to the 

disagreement measures, they display less of a spike during the global financial crisis. Instead, the 

spreads of the uncertainty measures have increased since the crisis as the upper-half of the individual 

uncertainty distributions have moved higher from that time and have yet to revert to their pre-crisis 

levels. In addition, and perhaps more importantly, the uncertainty measures display less variability 

than the disagreement measures. This feature of the data is particularly relevant for our subsequent 

variance decompositions and regression analysis. 

 While Figure 3 and Figure 4 depict the manner in which the distributions of individual 

disagreement and uncertainty shift over time, they do not indicate the degree to which respondents 

move over time within the distributions. In particular, they do not indicate whether there are 

persistent patterns in individual forecasters’ disagreement or uncertainty and, if so, the sources for 

such persistence. To address the former issue, we draw upon Patton and Timmermann (2010) and 

provide in Tables 1-3 quarterly transition matrices for the three forecast variables, where we rank all 

respondents according to the quartile in which their measures of disagreement and uncertainty fall in 

each survey. In the absence of persistence in forecasters’ relative disagreement and uncertainty, the 

entries in the tables should all be approximately one-quarter (0.25). If, however, there is persistence 

in these features of forecast behavior, then terms on the diagonal should be significantly higher than 

0.25, and consequently the off-diagonal terms should be smaller. For each table, we provide the 

sample transition rates and examine if differences in forecasters’ relative disagreement and 

uncertainty persist using the relevant one-tailed test. We also report the chi-square statistic from a 

joint test for the entire table following a uniform distribution. 

 Taken together, there is very strong evidence of persistence for the disagreement and 

uncertainty measures as indicated by the large number of statistical tests rejecting the relevant null 

hypothesis. For all three forecast variables, there is also more evidence of persistence in the density-

based disagreement measure than in the point-based disagreement measure. In particular, all of the 

estimated probabilities of remaining in the same quartile for the real GDP growth and inflation 

density-based disagreement measures are significantly greater than 25 percent. For the individual 

uncertainty measures, there is even greater persistence as shown by three of the four diagonal 

                                                           
16 As another point of reference, the traditional aggregate disagreement measure corresponds approximately 
to the 0th percentile of the individual disagreement measures as the sample mean (across the other 
respondents) by construction minimizes the value of equation (1). 
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probabilities being above 50 percent for all three forecast variables. In the case of persistence in 

individual uncertainty, our results are consistent with those reported by Boero et al. (2014) for the 

BOE-SEF and by Bruine de Bruin et al. (2011) for the FRBNY-SCE. The evidence of persistence in 

individual disagreement is a new finding, although evidence of persistence in the relative level of 

point forecasts has been documented by Patton and Timmermann (2010) for the US-SPF and by 

Boero et al. (2014) for the BOE-SEF. 

The evidence of persistence in the individual disagreement and uncertainty measures 

motivates our exploration into the sources for the persistence. Here we will consider the role of 

respondent effects that reflect any systematic differences across respondents that are unrelated to 

the surveys in which they participate. That is, some respondents may be inherently more or less 

uncertain, or may consistently display higher or lower disagreement than others. In estimating the 

contribution of respondent effects, we will first control for any time effects to account for the fact 

that collectively respondents’ uncertainty or disagreement may vary over time. Controlling for time 

effects is important because not all respondents participate in all surveys.17 

Table 4 provides variance decompositions for each measure across the three forecast 

variables. As shown, the presence of time-dependent and time-invariant elements differs markedly 

across the disagreement and uncertainty measures. For the two disagreement measures, time effects 

account for a significant portion of the overall variance, while respondent effects are much less 

important. Across the three forecast variables, the disagreement time effects are largest for real GDP 

growth. Uncertainty, in contrast, has a much larger component of its variance explained by 

respondent effects than by time effects.18 The relative importance of the respondent effects is also 

fairly similar for the uncertainty measure across the three forecast variables. Taken together, the 

results in Table 4 underscore the importance of accounting for respondent and time effects in our 

subsequent regression analysis. In particular, the evidence that respondents’ measured uncertainty 

and personal disagreement feature, respectively, a prominent time-invariant element and prominent 

common temporal element is consistent with our findings that uncertainty displays higher 

persistence and less variability than disagreement. 

 

                                                           
17 That is, the ECB-SPF, like other surveys, is an unbalanced panel as it has experienced exit and entry of 
respondents over time and occasional non-response to the complete questionnaire. The current analysis uses 
the unbalanced panel structure because the inclusion of respondent fixed effects and time fixed effects allows 
us to control for possible compositional effects. 
18 Bruine de Bruin et al. (2011) also document that there is a strong fixed effect component associated with 
individual respondents’ uncertainty.  
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V. Regression Models and Empirical Results  

In situations where researchers only have access to point forecasts, there may be an interest 

in using a point forecast disagreement measure as a proxy for respondent uncertainty. The validity of 

disagreement as a proxy for uncertainty depends critically on disagreement having a strong empirical 

association with uncertainty controlling for other explanatory variables in the specification. 

To investigate the relationship between disagreement and uncertainty, we consider the 

following two regression models that allow us to examine the point- and density forecast data at the 

individual level: 

(7) ( )0 1
P P P P P

j t j t j t j tIQR AADDβ β α µ ε= + + + +  

(7) ( )0 1
D D D D D

j t j t j t j tIQR AADDβ β α µ ε= + + + +  

where jα denotes a respondent fixed effect, tµ  a time fixed effect, and j tε  a mean-zero random 

disturbance term. While the motivation above relies only on the relationship between point forecast 

dispersion and uncertainty, we consider measures of disagreement derived from both the point and 

density forecasts. Consequently, the notation in the regression models will differentiate the 

disagreement measures by the superscripts ‘P’ and ‘D’. We estimate the two relationships using the 

unbalanced panel data of respondents, and we calculate the standard errors by clustering at the 

respondent level.  Given the assumed positive association between disagreement and uncertainty, we 

conduct a one-sided test of statistical significance for 1.β  

Table 5 presents simple regression results for real GDP growth, inflation and the 

unemployment rate that consider both of our individual point- and density-based disagreement 

measures. In each case, we show results using the overall variance of each disagreement variable 

(specifications (1) and (4)), next controlling for the time-series component of the disagreement 

variance (specifications (2) and (5)), and then finally controlling for both the time-series and 

respondent components of the disagreement variance (specifications (3) and (6)). In each case, we 

indicate the incremental 2R  value from adding the indicated disagreement measure to the other 

variables in the regression. 

 Focusing first on the point-based disagreement measures, there is a positive and statistically 

significant relationship between individual uncertainty and individual disagreement for real GDP 

growth and inflation using the overall variation in disagreement. However, the estimated 
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relationships explain little of the overall variation of individual uncertainty, as the reported 2R values 

are very small. Moreover, the few instances of statistical significance are not robust to including time 

and respondent effects, which also result in incremental 2R values that are essentially zero. 

Turning to the density-based disagreement measures, there is a stronger and more robust 

positive relationship between individual uncertainty and individual disagreement. Given the lack of 

explanatory power of the point disagreement measures, the explanatory power from the density 

disagreement measures is due to the independent variation in these density disagreement measures 

that is concentrated at low levels of forecast dispersion as we documented earlier. That is, 

movements in the density disagreement measures at low levels of forecast dispersion, which 

principally reflect changes in the shape of the density forecasts, are able to pick up corresponding 

movements in uncertainty.  Nevertheless, while the statistical significance of the relationship is 

robust to including time and respondent effects, the incremental explanatory content of 

disagreement is again modest and progressively declines as we control for the time- and respondent-

specific components of the variance.19 Consequently, the initial results for the ECB-SPF at the 

individual level support the finding of Abel et al. (2016) at the aggregate level that there is no 

meaningful association between uncertainty and disagreement. This result would not seem surprising 

based on the earlier analysis documenting the different statistical features of the series at the 

individual level.      

The uncertainty-disagreement relationship and the forecasting environment 

The results presented in Table 5 are based on regression model estimates for the variables of 

interest over the period 1999Q1-2017Q3. As previously noted, there is evidence of increased 

uncertainty over the post-2007 period that, based on the analysis of Lahiri and Sheng (2010), raises 

the issue of possible instability in the uncertainty-disagreement relationship. In addition, there are 

notable spikes in personal disagreement over the post-2007 period. Taken together, these 

considerations argue for the need to investigate if the previous finding of an absence of a meaningful 

association between uncertainty and disagreement is robust to changes in the volatility of the 

forecasting environment. 

                                                           
19 For real GDP growth and unemployment, variation in the density disagreement measures due to 
respondent effects account for the largest share of its overall explanatory power. For inflation, variation in the 
density disagreement measure due to time effects accounts for the largest share of its overall explanatory 
power. 
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To address this issue, we divide the full sample period into two sub-sample periods by 

excluding the observations for 2008 and 2009. Tables 6a-b present the regression results for each of 

the three forecast variables and for our individual point- and density-based disagreement measures 

over the 1999Q1-2007Q4 and 2010Q1-2017Q3 sub-periods, respectively. Because the 2010Q1-

2017Q3 sub-period reflects higher uncertainty, we characterize the associated forecasting 

environment in this sub-period as more volatile. 

Comparing the two sub-periods, the results appear to be qualitatively similar. The point-

based measures of individual disagreement are generally statistically insignificant and often display an 

inverse relationship with uncertainty, with the latter feature particularly evident over the 2010Q1-

2017Q3 sub-period. In contrast, the density-based measures of individual disagreement display a 

statistically significant positive association with uncertainty that is robust to including time and 

respondent effects. With regard to the predictions of Lahiri and Sheng’s (2010) Bayesian learning 

model, we find mixed evidence of a lower estimated coefficient on disagreement during the more 

volatile sub-period. Moreover, and likely of greater importance, the incremental explanatory content 

of disagreement is modest in each sub-period, and differences in the estimated marginal impact of 

disagreement on uncertainty do not appear to be either economically or statistically significant across 

the sub-periods.20 Taken together, the results from the sub-period analysis indicate that the absence 

of a meaningful relationship between disagreement and uncertainty is not a consequence of 

variability in the forecasting environment. That is, the failure of disagreement to serve as a reliable 

proxy for uncertainty appears to be a general result.   

 

VI. Conclusion 
This paper uses data on reported point and density forecasts from the ECB-SPF to present 

individual measures of uncertainty and introduce individual point and density-based measures of 

disagreement. We analyze the statistical properties of these two aspects of forecast behavior, as well 

as assess their co-movement. In terms of motivation and contribution, our study complements the 

larger literature that has focused on the measurement of expectations. In particular, the expanded 

scope of our investigation serves as a basis for a better understanding and improved formulation of 

the beliefs formation process of individuals. 

                                                           
20 We also considered an alternative approach in which model estimation used data from the full sample 
period, but allowed for a one-time shift in the coefficient on the disagreement measure over the 2008Q1-
2017Q3 sub-period. The results supported the conclusion drawn from Tables 6a-b. Specifically, formal 
statistical testing failed to reject the null hypothesis of no change in the coefficient on personal disagreement 
across the two sub-periods at conventional levels of significance. 
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Our empirical analysis indicates substantial heterogeneity and persistence in respondents’ 

uncertainty and personal disagreement, although there are also notable differences in their features. 

Uncertainty is associated with strong respondent effects, while personal disagreement is associated 

with strong time effects, with movements in the level of uncertainty displaying higher persistence. 

We also document that the association between the point- and density-based measures of 

disagreement strengthens as the level of forecast dispersion increases. Moreover, the scope for 

independent variation in the point- and density-based measures of disagreement is sufficient to allow 

for possible differences in the estimation results. 

With regard to the co-movement between uncertainty and disagreement, we find evidence 

indicating that there is a notable difference in the nature of the relationship between uncertainty and 

the point- and density-based measures of disagreement. Specifically, there is a stronger as well as 

more robust positive and statistically significant relationship between individual uncertainty and 

individual density-based disagreement measures. However, the magnitude of the correlation between 

uncertainty and disagreement is quite small, suggesting movements in the variables are largely 

independent of each other. Moreover, the findings are robust to the incidence of the global financial 

crisis. Similar to conclusions drawn using data at the aggregate level, our results at the individual 

level do not support the practice of using disagreement as a proxy for uncertainty. 

Taken together, our findings lead to suggestions for further research. One issue of interest is 

identifying differences in the nature or impact of the underlying factors guiding the divergent 

behavior of uncertainty and disagreement. Another issue relates to the strong persistence displayed 

by uncertainty during a sample period that contains both a tranquil and volatile episode, with the 

latter including the recent global financial crisis. The availability of measures of uncertainty and 

disagreement at the individual level would allow us to investigate whether heterogeneity in these 

forecast aspects results in heterogeneity in forecast behavior. It would also be possible to explore the 

role of disagreement and uncertainty in the forecast revision process of respondents. Developing 

theoretical models that can account for the features described above would offer a significant 

advancement in the study of the beliefs formation process. 
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Table 1.  Transition Probabilities – Real GDP Growth 
 

a) Average Absolute Point Disagreement 
 
  Quartile t+1 

Quartile t  1 2 3 4 
 1 0.38*** 0.24 0.23* 0.15*** 

 2 0.33 0.24 0.25 0.19*** 
 3 0.31 0.25 0.24 0.21*** 

2 (16)χ =88*** 4 0.22* 0.19*** 0.25 0.33*** 
 

b) Average Absolute Density Disagreement 
 
  Quartile t+1 

Quartile t  1 2 3 4 
 1    0.42*** 0.28   0.20***   0.11*** 
 2 0.30    0.32*** 0.26   0.13*** 
 3    0.21*** 0.23    0.32*** 0.24 

2 (16)χ =401*** 4    0.12***    0.17*** 0.24    0.48*** 

                                  
c) Uncertainty (IQR) 

  Quartile t+1 
Quartile t  1 2 3 4 

 1 0.66*** 0.26 0.06*** 0.02*** 
 2 0.30 0.46*** 0.20*** 0.03*** 
 3 0.06*** 0.20*** 0.55*** 0.19*** 

2 (16)χ =2,140*** 4 0.01*** 0.04*** 0.20*** 0.75*** 
 
Notes: One-tailed tests for individual diagonal (off-diagonal) elements > (<) 0.25. 
Chi-square statistics are for a joint test for uniform distribution for the entire table. 
*** significant at the 1% level 
  ** significant at the 5% level 
   * significant at the 10% level 
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Table 2.  Transition Probabilities − Inflation 
 

a) Average Absolute Point Disagreement 
 
  Quartile t+1 

Quartile t  1 2 3 4 
 1 0.42*** 0.23** 0.21*** 0.14*** 
 2 0.37 0.24 0.25 0.14*** 
 3 0.34 0.22* 0.25 0.18*** 

2 (16)χ =228*** 4 0.17*** 0.18*** 0.23 0.42*** 
 

b) Average Absolute Density Disagreement 
 
  Quartile t+1 

Quartile t  1 2 3 4 
 1    0.47*** 0.27   0.16***   0.10*** 
 2 0.29    0.31*** 0.23   0.17*** 
 3   0.18*** 0.25    0.36***   0.21*** 

2 (16)χ =518*** 4   0.12***   0.14*** 0.26    0.48*** 

 
c) Uncertainty (IQR) 

  Quartile t+1 
Quartile t  1 2 3 4 

 1 0.66*** 0.25 0.08*** 0.01*** 
 2 0.28 0.46*** 0.23 0.03*** 
 3 0.08*** 0.21*** 0.56*** 0.16*** 

2 (16)χ =2,310*** 4 0.02*** 0.05*** 0.17*** 0.77*** 
 
Notes: One-tailed tests for individual diagonal (off-diagonal) elements > (<) 0.25. 
Chi-square statistics are for a joint test for uniform distribution for the entire table. 
*** significant at the 1% level 
  ** significant at the 5% level 
   * significant at the 10% level 
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Table 3.  Transition Probabilities − Unemployment 
 

a) Average Absolute Point Disagreement 
 
  Quartile t+1 

Quartile t  1 2 3 4 
 1 0.40*** 0.26 0.21*** 0.14*** 
 2 0.39 0.23 0.24 0.15*** 
 3 0.29 0.23 0.29** 0.19*** 

2 (16)χ =188*** 4 0.19** 0.17*** 0.22* 0.41*** 
 

b) Average Absolute Density Disagreement 
 
  Quartile t+1 

Quartile t  1 2 3 4 
 1    0.40*** 0.27 0.22   0.11*** 
 2 0.29    0.30***  0.25   0.15*** 
 3   0.21*** 0.26    0.31***  0.22** 

2 (16)χ =328*** 4   0.14***   0.14*** 0.25    0.47*** 
 

c) Uncertainty (IQR) 
  Quartile t+1 

Quartile t  1 2 3 4 
 1 0.62*** 0.28 0.08*** 0.02*** 
 2 0.31 0.44*** 0.20*** 0.04*** 
 3 0.09*** 0.21** 0.52*** 0.18*** 

2 (16)χ =1,801*** 4 0.02*** 0.06*** 0.18*** 0.74*** 
                                                    
Notes: One-tailed tests for individual diagonal (off-diagonal) elements > (<) 0.25. 
Chi-square statistics are for a joint test for uniform distribution for the entire table. 
*** significant at the 1% level 
  ** significant at the 5% level 
   * significant at the 10% level 
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Table 4.  Variance Decompositions 

     
a)      Average Absolute Point Disagreement  

     
  Source Real GDP Growth Inflation Unemployment 

 Time 44.0% 28.7% 36.2% 
 Respondent 5.7% 8.9% 7.7% 
 Residual 49.3% 62.0% 55.6% 

     
b)      Average Absolute Density Disagreement  

     
  Source Real GDP Growth Inflation Unemployment 

 Time 44.9% 31.5% 31.5% 
 Respondent 7.7% 10.4% 9.7% 
 Residual 47.0% 57.4% 57.9% 

     
c)      Uncertainty (IQR)  

     
  Source Real GDP Growth Inflation Unemployment 

 Time 8.0% 10.8% 11.7% 
 Respondent 47.7% 45.8% 39.2% 
  Residual 39.2% 37.8% 45.5% 
Notes: ECB-SPF data. Authors' calculations. 
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Table 5. Relationship of Uncertainty (IQR) to Disagreement: 1999Q1-2017Q3 

       
a) Real GDP Growth       

  (1) (2) (3) (4) (5) (6) 
       
Average Absolute  0.107*** 0.078** 0.014    
Point Disagreement (0.033) (0.040) (0.028)    
Average Absolute     0.392*** 0.475*** 0.225*** 
Density Disagreement    (0.078) (0.126) (0.071) 
Constant 0.684*** 0.569*** 0.579*** 0.552*** 0.419*** 0.507*** 
  (0.032) (0.041) (0.032) (0.028) (0.048) (0.038) 
Time effects N Y Y N Y Y 
Respondent effects N N Y N N Y 
Incremental R2 for disagreement 0.006 0.002 0.001 0.073 0.058 0.012 
       

b) Inflation       
  (1) (2) (3) (4) (5) (6) 
Average Absolute 0.114*** -0.001 0.013    
Point Disagreement (0.043) (0.053) (0.038)    
Average Absolute    0.386*** 0.265*** 0.153*** 
Density Disagreement    (0.075) (0.085) (0.056) 
Constant 0.648*** 0.554*** 0.609*** 0.543*** 0.449*** 0.553*** 
  (0.026) (0.037) (0.026) (0.021) (0.038) (0.035) 
Time effects N Y Y N Y Y 
Respondent effects N N Y N N Y 
Incremental R2 for disagreement 0.005 0.000 0.000 0.048 0.017 0.005 
       

c) Unemployment       
  (1) (2) (3) (4) (5) (6) 
Average Absolute 0.054 -0.052 -0.043    
Point Disagreement (0.037) (0.055) (0.032)    
Average Absolute    0.521*** 0.536*** 0.349*** 
Density Disagreement    (0.100) (0.136) (0.104) 
Constant 0.647*** 0.562*** 0.571*** 0.458*** 0.309*** 0.423*** 
  (0.031) (0.037) (0.027) (0.031) (0.053) (0.048) 
Time effects N Y Y N Y Y 
Respondent effects N N Y N N Y 
Incremental R2 for disagreement 0.001 0.001 0.001 0.098 0.070 0.026 
Notes: Standard errors are reported in parentheses and are based on clustering at the respondent level. The 
incremental R2 pertains to the disagreement variable. For specifications (1) and (4), the incremental R2 is 
identical to the overall R2. 
*** significant at the 1% level       
  ** significant at the 5% level       

   * significant at the 10% level 
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Table 6a. Relationship of Uncertainty (IQR) to Disagreement: 1999Q1-2007Q4 

       
a) Real GDP Growth       

  (1) (2) (3) (4) (5) (6) 
       
Average Absolute  0.114*** 0.115** 0.034    
Point Disagreement (0.043) (0.058) (0.032)    
Average Absolute     0.409*** 0.517*** 0.290*** 
Density Disagreement    (0.133) (0.171) (0.110) 
Constant 0.592*** 0.557*** 0.649*** 0.470*** 0.403*** 0.569*** 
  (0.028) (0.043) (0.029) (0.041) (0.058) (0.042) 
Time effects N Y Y N Y Y 
Respondent effects N N Y N N Y 
Incremental R2 0.006 0.004 0.000 0.070 0.078 0.020 
       

b) Inflation       
  (1) (2) (3) (4) (5) (6) 
Average Absolute -0.009 0.029 0.045    
Point Disagreement (0.066) (0.073) (0.053)    
Average Absolute    0.301*** 0.441*** 0.283*** 
Density Disagreement    (0.103) (0.122) (0.085) 
Constant 0.593*** 0.544*** 0.737*** 0.493*** 0.380*** 0.641*** 
  (0.029) (0.042) (0.026) (0.026) (0.043) (0.038) 
Time effects N Y Y N Y Y 
Respondent effects N N Y N N Y 
Incremental R2 0.000 0.000 0.000 0.028 0.042 0.008 
       

c) Unemployment       
  (1) (2) (3) (4) (5) (6) 
Average Absolute -0.035 -0.018 0.005    
Point Disagreement (0.057) (0.069) (0.040)    
Average Absolute    0.425*** 0.540*** 0.343*** 
Density Disagreement    (0.130) (0.163) (0.091) 
Constant 0.579*** 0.549*** 0.676*** 0.420*** 0.307*** 0.542*** 
  (0.027) (0.038) (0.034) (0.036) (0.063) (0.052) 
Time effects N Y Y N Y Y 
Respondent effects N N Y N N Y 
Incremental R2 0.000 0.000 0.000 0.072 0.094 0.030 
Notes: Standard errors are reported in parentheses and are based on clustering at the respondent level. The 
incremental R2 pertains to the disagreement variable. For specifications (1) and (4), the incremental R2 is 
identical to the overall R2. 
*** significant at the 1% level       
  ** significant at the 5% level       

   * significant at the 10% level 
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Table 6b. Relationship of Uncertainty (IQR) to Disagreement: 2010Q1-2017Q3 

       
a) Real GDP Growth       

  (1) (2) (3) (4) (5) (6) 
       
Average Absolute  0.045 0.064 -0.027    
Point Disagreement (0.074) (0.088) (0.062)    
Average Absolute     0.578*** 0.780*** 0.182** 
Density Disagreement    (0.169) (0.228) (0.108) 
Constant 0.834*** 0.825*** 0.718*** 0.591*** 0.407*** 0.586*** 
  (0.054) (0.071) (0.057) (0.067) (0.138) (0.078) 
Time effects N Y Y N Y Y 
Respondent effects N N Y N N Y 
Incremental R2 0.001 0.001 0.000 0.078 0.100 0.004 
       

b) Inflation       
  (1) (2) (3) (4) (5) (6) 
Average Absolute -0.009 -0.027 -0.024    
Point Disagreement (0.069) (0.087) (0.053)    
Average Absolute    0.180** 0.199* 0.072 
Density Disagreement    (0.105) (0.129) (0.084) 
Constant 0.812*** 0.840*** 0.678*** 0.736*** 0.741*** 0.636*** 
  (0.042) (0.059) (0.046) (0.035) (0.058) (0.055) 
Time effects N Y Y N Y Y 
Respondent effects N N Y N N Y 
Incremental R2 0.000 0.000 0.000 0.009 0.009 0.001 
       

c) Unemployment       
  (1) (2) (3) (4) (5) (6) 
Average Absolute -0.051 -0.087 -0.056    
Point Disagreement (0.072) (0.094) (0.051)    
Average Absolute    0.570*** 0.668*** 0.325** 
Density Disagreement    (0.198) (0.231) (0.179) 
Constant 0.819*** 0.818*** 0.644*** 0.557*** 0.446*** 0.487*** 
  (0.053) (0.066) (0.051) (0.076) (0.109) (0.099) 
Time effects N Y Y N Y Y 
Respondent effects N N Y N N Y 
Incremental R2 0.001 0.002 0.001 0.086 0.097 0.018 
Notes: Standard errors are reported in parentheses and are based on clustering at the respondent level. The 
incremental R2 pertains to the disagreement variable. For specifications (1) and (4), the incremental R2 is 
identical to the overall R2. 
*** significant at the 1% level       
  ** significant at the 5% level       

   * significant at the 10% level 
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Figure 1. Motivating a Density Disagreement Measure 
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Figure 2. Individual Point- and Density-based Measures of Disagreement 

a) Real GDP Growth 

 

 

b) Inflation 

 

c) Unemployment 
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Figure 3. Distribution of Individual Disagreement Over Time 

a) Real GDP Growth  
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Figure 4.  Distribution of Individual Uncertainty (IQR) Over Time 

a) Real GDP Growth 

 

b) Inflation 

 

c) Unemployment 

 




