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Abstract

In this paper, we use a structural general-equilibrium approach to study whether the expenditure-
switching role of exchange rates has changed in the G7 countries in the current episode of significant
global imbalances. We develop a multi-sector two-country model for the United States and the G6
countries with the rest of the world captured by exogenous price and demand shocks, and estimate
the model over two sub-samples, which covers the periods before and after the early 1990s. Our re-
sults indicate that both U.S. imports and exports have become much less responsive to exchange rate
movements in recent years. This may suggest that the unwinding of the same amount of U.S. trade
deficit would require a larger move in exchange rates now than in the 1970s and 1980s. Structural
estimation reveals that the decline in the responsiveness of trade to exchange rates is due to changes
both in the variances of structural shocks and in firms’ pricing behavior, as well as the increased size
of distribution margins.
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1 Introduction

Global current account imbalances have received enormous attention in recent years. In particular,
the U.S. current account deficit has widened substantially in the last decade. Many factors are linked
to the evolution of the global imbalances, including low saving rates in the United States (Obstfeld
and Rogoff, 2005), “savings glut” in the rest of the world (Bernanke, 2005, Gruber and Kamin, 2007),
the U.S. fiscal deficit (Chinn, 2005, Erceg et al., 2005), the de facto exchange rate pegs in emerging
Asia (Taylor, 2006, Chinn and Wei, 2008), productivity differentials (Engel and Rogers, 2006), and the
increasing role of the valuation component in net foreign asset positions (Lane, Milesi-Ferretti, 2005,
Gourinchas and Rey, 2006, Devereux and Sutherland, 2008). So far there is little consensus about the
relative importance of each potential explanation. Additionally, is the present U.S. current account
deficit sustainable? Economists hold various opinions about the answer. Few would doubt, though,
that the deficit will adjust at some point, because countries cannot borrow forever, and will not want
to lend forever, either.

According to the flexible exchange rate theory, a larger-than-expected trade deficit will lead to
the depreciation of the domestic currency, thus lowering the relative price of domestic goods versus
imported goods. Consequently, agents will switch expenditure towards domestic-produced goods in
order to reestablish a sustainable current account balance. This is called expenditure-switching effect.
The evolvement of the U.S. trade balance and exchange rate in the 1980s seems to be consistent with the
theory (Figure 1). However, the U.S. current account deficit since the early 1990s only keeps widening
rather than shrinking, even with the sizable U.S. dollar depreciation since 2002.

The above observations lead us to ask the following questions: Has the expenditure-switching role
of exchange rates changed in the U.S. in the current episode of significant global imbalances? If so,
what are the underlying reasons for the changes and what are the macroeconomic implications?

In this paper, we adopt a structural general-equilibrium approach of developing a multi-sector
two-country sticky-price model for the United States and the G6 countries with the rest of the world
captured by exogenous price and demand shocks. We assume that the non-tradable sector in each
country provides distribution services to facilitate the sale of foreign-produced imports. Also, in light
of the practical difference of choice of invoice currency,1 we assume that firms exporting to the United
States set their prices in the local market currency, and the U.S. firms exporting abroad price their
goods in producer’s currency. In other words, the U.S. dollar is the currency of invoice for both U.S.
exports and imports. We estimate the model with Bayesian approach over two sub-samples, which
covers the periods before and after the early 1990s. Our results suggest that a larger move in exchange
rates might be required to rebalance the same amount of U.S. trade deficit now than two decades ago,
because both U.S. exports and imports have become much less responsive to exchange rate movements
in recent years. We find that the decline in the responsiveness of U.S. trade to exchange rates is due

1Goldberg and Tille (2005) report the U.S. dollar share in export invoicing and import invoicing for 24 countries. In
particular, for the U.S., with confidential data from the Bureau of Economic Analysis, they show that the dollar share in
the invoicing of exports and imports is 99.8% and 92.8% respectively in 2003.
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to changes both in the variances of structural shocks and in firms’ pricing behavior, as well as the
increased size of distribution margins.

This paper is also related to the literature on the evolution of exchange rate pass-through. Par-
ticularly, recent studies have debated whether exchange rate pass-through into import prices may have
declined in recent years in industrialized countries. For the United States, Marazzi and Sheets (2007)
estimate a significant step down in the pass-through coefficient around the year of 1997 with a reduced-
form approach. However, as suggested by Bouakez and Rebei (2008), the reduced-form methodology has
important drawbacks in terms of overlooking the joint determination of exchange rates and prices and
treating pass-through as an unconditional phenomenon. Bouakez and Rebei (2008) address the question
of declining pass-through for Canada within a dynamic stochastic general equilibrium framework and
conclude that the pass-through to Canadian import prices has been rather stable.

The remainder of this paper is organized as follows: Section 2 presents the theoretical model.
Section 3 describes the data and the methodology. The empirical results are stated in Section 4.
Finally, Section 5 concludes the paper.

2 The Model

We develop a two-country model with the rest of the world captured by exogenous price and demand
shocks. The two countries are denoted by home and foreign respectively. Each country is characterized
by : (1) a continuum of infinitely lived households; (2) competitive final good producers; (3) a continuum
of intermediate tradable good producers; (4) intermediate tradable good importers; (5) a continuum
of non-tradable good producers; and (6) government and the monetary authority. Households provide
capital and labor services to intermediate tradable good producers and non-tradable good producers.
Each household acts as a price setter for a particular type of labor services. Domestic-produced inter-
mediate goods are then combined with imports to produce final goods for consumption and investment.
Non-tradable goods are used for making foreign-produced intermediate goods available to the domestic
final good producers. In what follows, the model setup is described focusing on the home country, with
the understanding that similar expressions also characterize the foreign country. Foreign variables are
marked with an asterisk, or where necessary with an “F” subscript.

2.1 Households

Households maximize expected utility discounted at the rate of time preference. Households are indexed
by i ∈ (0, 1). The lifetime utility is a function of consumption and labor supply.

Ut = EtΣ∞t=0β
taβ,tU(Ci

t , L
i
t),

aβ,t represents a preference shock that follows an AR(1) stochastic process. U is the instantaneous
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utility function, and is assumed to take the form

U = ln(Ci
t)− ϑ ln Li

t.

Utility is assumed to positively depend on the consumption of goods, and negatively depend on labor
supply.

The full consumption basket, Ct, is defined by the CES aggregate of consumption of tradable
goods, CT,t, and non-tradable goods, CN,t, at the elasticity of substitution ς,

Ct =
[
α

1
ς

T C
1− 1

ς

T,t + (1− αT )
1
ς C

1− 1
ς

N,t

] ς
ς−1

. (2.1)

The price index for the consumption bundle and the demand for tradable and non-tradable goods are
given by

Pt =
[
αT P 1−ς

T,t + (1− αT )P 1−ς
N,t

] 1
1−ς

CT,t = αT

(
PT,t

Pt

)−ς

Ct

CN,t = (1− αT )
(

PN,t

Pt

)−ς

Ct.

Capital is assumed to be sector specific. KT,t denotes capital stock in the tradable sector, which
is assumed to be owned by households and rented to intermediate firms at the rate rT,t. KN,t denotes
capital stock in the non-tradable sector, and the rental rate is rN,t. Investment in new capital is assumed
to involve quadratic adjustment costs given by

ACT,t =
χ

2
(KT,t −KT,t−1)2

KT,t−1

ACN,t =
χ

2
(KN,t −KN,t−1)2

KN,t−1
,

and KT,t and KN,t evolves following the law of motion

KT,t = (1− δ)KT,t−1 + IT,t

KN,t = (1− δ)KN,t−1 + IN,t.

Households can provide labor service, LN,t, to non-tradable good producers, and LT,t to interme-
diate tradable good producers, at the wage rate Wt. They receive dividends Dt from the firms and a
lump sum transfer τt from the government. Households can purchase the domestic bond BH,t and for-
eign bond BF,t. All bonds are denominated in the issuing country’s currency, and there is a quadratic
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adjustment cost on bond holdings to ensure the stationarity in the net foreign asset position. The
representative household’s budget constraint can then be expressed as

Ct +
PT,tIT,t

Pt
+

PN,tIN,t

Pt
+

PT,tACT,t

Pt
+

PN,tACN,t

Pt
+

StBF,t

PtR
∗
t

+
BH,t

PtRt
+

1
2
µ(

StB
2
F,t

PtYt
− SB2

F

PY
)

=
Dt

Pt
+ τt +

rT,tPT,tKT,t−1

Pt
+

rN,tPN,tKN,t−1

Pt
+

WtLT,t

Pt
+

WtLN,t

Pt
+

StBF,t−1

Pt−1πt
+

BH,t−1

Pt
,

where πt is the gross consumption inflation rate, and St is the nominal exchange rate, which is defined
as the price of foreign currency in terms of domestic currency.

Household’s maximization implies the following optimality conditions.

1
PtRt

= EtΛt,t+1
1

Pt+1

St

PtR
∗
t

+
µStBF,t

PtYt
= EtΛt,t+1

St+1

Pt+1

PT,t

Pt

[
χ(KT,t −KT,t−1)

KT,t−1
+ 1

]
= EtΛt,t+1

PT,t+1

Pt+1

[
χ(K2

T,t+1 −K2
T,t)

2K2
T,t

+ 1− δ + rT,t+1

]

PN,t

Pt

[
χ(KN,t −KN,t−1)

KN,t−1
+ 1

]
= EtΛt,t+1

PN,t+1

Pt+1

[
χ(K2

N,t+1 −K2
N,t)

2K2
N,t

+ 1− δ + rN,t+1

]
,

where Λt,t+1 =
Etβaβ,t+1C

−1
t+1

aβ,tC
−1
t

. It is well documented that the uncovered interest rate parity (UIP)

is rejected by the data. However, our first order approximation of the UIP condition abstracts from
the the existence of time-varying risk premiums. Therefore, we introduce a risk premium shock ϕt

to household’s first order condition, that may be interpreted as the bias of market expectations. The
optimality condition then become

ϕt

(
St

PtR
∗
t

+
µStBF,t

PtYt

)
= EtΛt,t+1

St+1

Pt+1

The shock ϕt that plays the role of an uncovered interest rate parity shock enters the bond holding
condition symmetrically in the foreign country.

In the labor market, households act as price-setters and meet the demand for their particular type
of labor service. Wage rates are assumed to be set in a staggered fashion, following Calvo (1983).
In each period, only those households who receive random signals can optimally adjust their nominal
wages. The probability that households receive such a signal in each period is 1 − ψw. For those
households who do not receive such a signal to reoptimize, they simply index last period’s wage rate
by lagged inflation up to the degree of τw. Let $i

t be the new wage rate for labor service of type i at
time t. The optimal value of $i

t is set according to
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$i
t =

EtΣ∞j=0(ψwβ)jaβ,t+jϑγ

EtΣ∞j=0(ψwβ)jaβ,t+j(γ − 1)($i
t)
−γC−1

t+jP
−1
t+jW

γ
t+jLt+j

,

where γ is the elasticity of substitution among varieties of labor types. The wage index Wt is given by

Wt =

{
ψw

[
Wt−1

(
Pt−1

Pt−2

)τw
]1−γ

+ (1− ψw)$1−γ
t

} 1
1−γ

(2.2)

2.2 Tradable Sector

2.2.1 Final Good Producers

Competitive final good producers combine domestically produced intermediate tradable goods with
imports to produce final goods for consumption and investment. The technology is given by a CES
production function

YT,t =
[
α

1
σ
HY

1− 1
σ

H,t + (1− αH)
1
σ Y

1− 1
σ

IM,t

] σ
σ−1

, (2.3)

where YH,t and YIM,t denote, respectively, the amount of home-produced and imported intermediate
goods used in domestic final good production. The elasticity of substitution between domestic and
import intermediate goods is assumed to be σ. Furthermore, the home imports of intermediate goods
are translated into a demand for the foreign country’s exports via the following relationship

YIM,t =
[
α

1
σm
M Y

1− 1
σm

F,t + (1− αM )
1

σm Y
1− 1

σm
ROW,t

] σm
σm−1

, (2.4)

with YF,t representing the imports from the foreign country, and YROW,t representing the home country’s
imports from the rest of the world.

Profit maximization by final good producers entail

YH,t = αH

(
PH,t

PT,t

)−σ

YT,t

YIM,t = (1− αH)
(

PIM,t

PT,t

)−σ

YT,t

PT,t =
[
αHP 1−σ

H,t + (1− αH)P 1−σ
IM,t

] 1
1−σ

YF,t = αM

(
P̃F,t

PIM,t

)−σm

YIM,t

YROW,t = (1− αM )
(

PROW,t

PIM,t

)−σm

YIM,t
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PIM,t =
[
αM P̃ 1−σm

F,t + (1− αM )P 1−σm
ROW,t

] 1
1−σm .

P̃F,t denotes the retail price of imported intermediate goods from the foreign country. PROW,t denotes the
import price for goods produced in the rest of the world. PROW,t is unobservable and assumed to follow a

first-order AR process. Let pROW,t = PROW,t

Pt
, we assume ln pROW,t = (1−ρp) ln pROW +ρp ln pROW,t−1+εp,t,

with the error term εp,t normally distributed with zero mean and variance σ2
p. Final goods are used for

consumption and investment by households and the government, as well as paying adjustment costs of
holding capital and bonds.

YT,t = CT,t + IT,t + GT,t + ACT,t + BACt. (2.5)

2.2.2 Intermediate Good Producers

Each intermediate good producer produces its differentiated good with capital and labor according to
the Cobb Douglas technology

ZT,t(s) = (AtLT,t(s))1−ηKT,t−1(s)η (2.6)

where ZT,t denotes the intermediate tradable output, LT,t is the aggregate labor input into the tradable
good production, and At captures the technology shock. Let ft = At

At−1
, we assume that the technology

growth follows a stochastic process

ln ft = (1− ρf ) ln f + ρf ln ft−1 + εf,t,

where εf,t is normally distributed with zero mean and variance σ2
f .

Intermediate goods produced in the home country can be used domestically for the final good
production, exported to the foreign country, or exported to the rest of the world. The demand for
home-produced intermediate goods from the rest of the world is assumed to be exogenously given.

ZT,t(s) = YH,t(s) + Y ∗
H,t(s) + DROW,t

ln dROW,t = (1− ρd) ln dROW + ρd ln dROW,t−1 + εd,t.

Intermediate good prices are sticky. We assume the probability that intermediate production firms
change prices in each period is 1− ψd. Each intermediate firm acts as a monopolistic competitor in its
price setting. Observed incomplete exchange rate pass-through has lead to different specifications for
the currency of invoice in trade: producer currency pricing versus local currency pricing. Particularly
for the home country U.S., in light of the dominant role of U.S. dollar, there is important asymmetry
between home exporters and foreign exporters in their price setting behavior. Goldberg and Tille
(2005) report the U.S. dollar share in export invoicing and import invoicing for the U.S., computed
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from confidential data from the Bureau of Economic Analysis. They show that the dollar share in
the invoicing of both U.S. exports and imports is over 90%. Therefore, in this paper, we assume U.S.
(home) exporters price their goods in producer’s currency (U.S. dollar), while foreign exporters set their
export prices in the local market currency (U.S. dollar).

Consider a home intermediate good producer using producer currency pricing, who is randomly
selected to set new prices at time t. Let XH,t(s) and Xp

H,t(s) denote the prices chosen by the firm in
the home market and the foreign market, respectively. ε captures the elasticity of substitution between
varieties of intermediate goods produced within one country. The firm maximizes the present discounted
value of profits and sets the prices according to

XH,t(s) =
EtΣ∞j=0ψ

j
dΓt,t+jεP

ε
ht+jYht+jMCT,t+j(Pt+j−1/Pt−1)−τdε

EtΣ∞j=0ψ
j
dΓt,t+j(ε− 1)P ε

ht+jYht+j(Pt+j−1/Pt−1)−τd(ε−1)

Xp
H,t(s) =

EtΣ∞j=0ψ
j
dΓt,t+jε(P ∗

ht+jSt+j)ε(Y ∗
ht+j + DROW,t+j)MCT,t+j(Pt+j−1/Pt−1)−τdε

EtΣ∞j=0ψ
j
dΓt,t+j(ε− 1)(P ∗

ht+jSt+j)ε(Y ∗
ht+j + DROW,t+j)(Pt+j−1/Pt−1)−τd(ε−1)

MCT,t+j =
(1− η)η−1(rT,t+jPT,t+j)η

ηηW η−1
t+j AT,t+j

Γt,t+j = βj Uc,t+j/Pt+j

Uc,t/Pt
.

For the home country, the domestic price index for intermediate goods, PH,t, and the export price index,
P ∗

H,t, can then be expressed as

PH,t =

{
ψd

[
PH,t−1

(
Pt−1

Pt−2

)τd
]1−ε

+ (1− ψd)X1−ε
H,t

} 1
1−ε

P ∗
H,t =



ψd

[
P ∗

H,t−1

(
P ∗

t−1

P ∗
t−2

)τd
]1−ε

+ (1− ψd)

(
Xp

H,t

St

)1−ε




1
1−ε

.

Now for a foreign intermediate good producer using local currency pricing that is randomly selected
to set new prices at time t, let X∗

F,t(s) and X l
F,t(s) denote the price chosen by the firm in the foreign

and home country’s market respectively. The optimal price setting rules are given by

X∗
F,t(s) =

EtΣ∞j=0(ψ
∗
d)

jΓ∗t,t+jε(P
∗
ft+j)

εY ∗
ft+jMC∗

T,t+j(P
∗
t+j−1/P ∗

t−1)
−τ∗d ε

EtΣ∞j=0(ψ
∗
d)

jΓ∗t,t+j(ε− 1)(P ∗
ft+j)

εY ∗
ft+j(P

∗
t+j−1/P ∗

t−1)
−τ∗d (ε−1)

X l
F,t(s) =

EtΣ∞j=0(ψ
∗
d)

jΓ∗t,t+jε(Pft+j)ε(Yft+j + D∗
ROW,t+j)MC∗

T,t+jSt+j(Pt+j−1/Pt−1)−τdε

EtΣ∞j=0(ψ
∗
d)

jΓ∗t,t+j(ε− 1)(Pft+j)ε(Yft+j + D∗
ROW,t+j)(Pt+j−1/Pt−1)−τd(ε−1)

.

For the foreign country, the domestic price index for intermediate goods, P ∗
F,t, and the export price

index, PF,t, can then be expressed as
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P ∗
F,t =



ψ∗d

[
P ∗

F,t−1

(
P ∗

t−1

P ∗
t−2

)τ∗d
]1−ε

+ (1− ψ∗d)(X
∗
F,t)

1−ε





1
1−ε

PF,t =



ψ∗d

[
PF,t−1

(
Pt−1

Pt−2

)τ∗d
]1−ε

+ (1− ψ∗d)
(
X l

F,t

)1−ε





1
1−ε

.

2.2.3 Intermediate Good Importers

Intermediate good importers bring intermediate inputs produced in the foreign country and in the
rest of the world to the domestic market. Similar to Burstein, Neves and Rebelo (2001) and Corsetti,
Dedola and Leduc (2005), we assume that importing one unit of the intermediate good requires λ units
of a basket of the differentiated non-tradable goods,

λ =
[∫ 1

0
λ(n)1−

1
ν di

] ν
ν−1

,

where n ∈ [0, 1] is the index of non-tradable good varieties, and ν is the elasticity of substitution
among varieties of non-tradable goods. With a competitive distribution sector, the retail price index
for foreign-produced intermediate goods in the home market, P̃F,t, is given by

P̃F,t(s) = PF,t(s) + λPN,t. (2.7)

In the trade block, the balance of payment condition is given by

StP
∗
H,t(Y

∗
H,t + DROW,t)− PIM,tYIM,t + BH,t−1 − BH,t

Rt
+ StBF,t−1 − StBF,t

R∗
t

= 0.

2.3 Non-tradable Sector

The non-tradable goods are produced using capital and labor as inputs,

YN,t(n) = (AtLN,t(n))1−θKN,t−1(n)θ. (2.8)

Taking wages and capital rental rates as given, non-tradable good producers solve the profit maximiza-
tion problem and set prices.2 The optimal price firm n chooses if it is selected to reset its price at time
t, XN,t(n), and the non-tradable good price index are given by

2For simplicity, we assume the probability that non-tradable good producers reoptimize in each period is also 1 − ψd.
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XN,t(n) =
EtΣ∞j=0ψ

j
dΓt,t+jνP ν

N,t+jYN,t+jMCN,t+j(Pt+j−1/Pt−1)−τdε

EtΣ∞j=0ψ
j
dΓt,t+j(ν − 1)P ν

N,t+jYN,t+j(Pt+j−1/Pt−1)−τd(ε−1)

MCN,t+j =
(1− θ)θ−1(rN,t+jPN,t+j)θ

θθW θ−1
t+j AN,t+j

PN,t =

{
ψd

[
PN,t−1

(
Pt−1

Pt−2

)τd
]1−ν

+ (1− ψd)X1−ν
N,t

} 1
1−ν

.

The market clearing condition implies that

YN,t = CN,t + IN,t + GN,t + ACN,t + λ(YF,t + YROW,t). (2.9)

2.4 Government and Monetary Authority

The government adjusts the lump sum transfer in each period to balance its budget constraint. Gov-
ernment spending, Gt, is assumed to be an exogenous process, reflecting a combination of tradable and
non-tradable goods. The weights are assumed to be the same as consumer’s behavior.

PtGt + Ptτt + BH,t−1 + B∗
H,t−1 =

BH,t

Rt
+

B∗
H,t

Rt
.

The monetary policy authority uses interest rate as an instrument to respond to inflation deviation
and output.

ln(Rt/R) = ρr ln(Rt−1/R) + (1− ρr)[απ ln(πt/π) + αy ln(Yt/Y )] + εr,t.

where ρr is a parameter that captures interest-rate smoothing, and εr,t is a monetary policy shock,
which is assumed to be i.i.d. normal with zero mean and variance σ2

r .

2.5 Linearized Relations

The non-stationary technology shock induces a common stochastic trend in the real variables of the
model. We use the following transformations to achieve stationarity.
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pT,t = PT,t

Pt
pN,t = PN,t

Pt
pH,t = PH,t

Pt
pF,t = PF,t

Pt
p̃F,t = P̃F,t

Pt
p∗H,t =

P ∗
H,t

P ∗
t

p∗T,t =
P ∗

T,t

P ∗
t

p∗N,t =
P ∗

N,t

P ∗
t

p∗F,t =
P ∗

F,t

P ∗
t

p̃∗H,t =
P̃ ∗

H,t

P ∗
t

xH,t = XH,t

Pt
xp

H,t =
Xp

H,t

Pt

xl
H,t =

X l
H,t

P ∗
t

xN,t = XN,t

Pt
x∗F,t =

X∗
F,t

P ∗
t

xp
F,t =

Xp
F,t

P ∗
t

xl
F,t =

X l
F,t

Pt
x∗N,t =

X∗
N,t

P ∗
t

wt = Wt
PtAt

ωt = $t
PtAt

w∗t = W ∗
t

P ∗
t At

ω∗t = $∗
t

P ∗
t At

qt = StP
∗
t

Pt
πt = Pt

Pt−1

π∗t = P ∗
t

P ∗
t−1

bH,t = BH,t

PtAt
b∗H,t =

B∗
H,t

PtAt
b∗F,t =

B∗
F,t

P ∗
t At

bF,t = BF,t

P ∗
t At

In addition, all quantity variables are transformed according to ht = Ht
At

. The model is then log-
linearized around a nonstochastic steady state of the transformed variables. The log-linearization yields
a system of equations that are linear in log deviations, and can be solved using standard methods. The
linearized equation system is described in Appendix A.

3 Empirical Approach

3.1 Bayesian Method and Priors

The model is estimated with a Bayesian approach, similar to Smets and Wouters (2003), Lubik and
Schorfheide (2005). Bayesian inferences start from prior distributions capturing information outside
of the data set used in the estimation, for example, results from past studies. The time series data is
subsequently brought in to update researchers’ beliefs about the parameter values and generate posterior
estimates.

Generally, for prior densities, Beta distributions are chosen for parameters that are constrained in
the unit interval; Gamma distributions are set for parameters defined to be non-negative; and inverse
Gamma distributions are selected for standard deviations of shocks. The prior distributions are set
to be the same for the two sub-samples. Specifically, the priors for Calvo adjustment parameters are
set at 0.75, which suggests that firms and households re-optimize once every 4 quarters. The degree
of partial indexation is given a prior of 0.5. Recall that we assume an asymmetry between home and
foreign country here in terms of currency of invoicing. In particular, we emphasize the dominant role
U.S. dollar in its trade by assuming that both U.S. firms and foreign firms set their export prices in
U.S. dollars.

The prior means for the elasticity of substitution between domestic goods and imports σ and σ∗

are set at 0.5, with a standard deviation of 0.15.3 Priors on the policy coefficients are chosen to match
3It is well known that there is micro and macro discrepancy regarding the estimated value of this intratemporal

elasticity of substitution. Specifically, micro literature suggests that this elasticity is larger than 1 and similar in nature
to the elasticity of substitution between individual goods; while marco estimates, particularly from DSGE models (e.g.
Lubik and Schorfheide, 2005), tend to find this elasticity to be quite small. In practice, the estimates of the elasticity term
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values generally associated with the Taylor rule. The distribution margin % measures the share of
distribution costs in import prices. A prior mean of 0.4 is specified for both % and %∗, with a standard
deviation of 0.15. Finally, for the parameters of the shocks, relatively loose priors are specified, since
there is little guidance provided by the literature.

In addition to the parameters estimated, we choose to calibrate a number of parameters in light of
the computational intensity. Precisely, the subjective discount factor β is given a value of 0.99, which
implies an annual real interest rate of 4% in the steady state. The elasticity of substitution between
tradables and non-tradables — ς and ς∗, both take a value of 0.6, based on the available estimates.4

The elasticity of substitution among different types of labor services γ and γ∗ are assumed to be 6,
consistent with micro estimates. The quarterly capital depreciation rate is set to 0.025 for both home
and foreign country.

The share of capital in tradable good production, η, is set to 0.36, which implies that the steady
state share of labor income in tradable output is 64%. The share of capital in non-tradable good
production, θ, is set to 0.32. These are consistent with Valentinyi and Herrendorf (2007)’s average
measures on the U.S. income shares of capital and labor across sectors. The fraction of labor effort in
the tradable good sector is inferred from the data on the distribution of civilian employment by economic
sector for several industrialized countries.5 In the pre-1992 sub-sample, this share is approximately 0.32
for the U.S., and 0.42 for the G6 countries; in the post-1992 period, it is 0.24 for the U.S. and 0.32 for
the G6 countries. Other calibrated parameters can be related to the steady state values of the observed
variables in the model, and are therefore calibrated so as to match their sample mean. For example,
we notice that the parameter ᾱH that captures U.S. households’ preference over domestic goods and
imports is smaller in the post-1992 sample than in the pre-1992 sample. This suggests that the U.S.
households have shifted their preferences over domestic goods to imported goods in recent years.

3.2 Data

To estimate the model, we use seasonally adjusted quarterly G7 countries’ data over two sub-samples,
1970:1–1991:4 and 1992:1–2008:1, to match the following variables: output growth, interest rates, infla-
tion rates, real wage rates, terms of trade and exports to the rest of the World. These variables capture
both the important macro aspects of the domestic economy and the external trade, particularly the
link with the rest of the World from the home and foreign country.

The foreign output series is constructed as a geometric weighted average of the G6 countries, with
the time-varying weights based on each country’s trade share. The foreign price index used to compute
the foreign inflation and real wage rate is computed in a similar manner. Likewise, we gathered short-
term interest rates, treasury bill rates, or equivalent rates, for the G6 countries and averaged them

out of a structural model is very dependent on the starting values; while models assuming low elasticity of substitution
marginally outperforms models assuming high elasticity of substitution (Smets, Walque and Wouters, 2005).

4Stockman and Tesar (1995) estimate the elasticity to be 0.44 for an “average” industrialized country out of the G7
countries. Mendoza (1991) estimates it to be 0.74.

5The time series data covering 1960-2007 is from the Bureau of Labour Statistics website.
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using the same trade weighting scheme to compute the foreign interest rate. Since we assume the non-
stationary technology shock generates a common stochastic trend across countries, we choose to match
the log-linearized first differences of home and foreign variables, except for inflation and interest rates.

4 Empirical Results

4.1 Model Assessment

We estimate the model for the pre-1992 sample and the post-1992 sample. The joint posterior distri-
bution of all estimated parameters is obtained in two steps. First, the posterior mode and covariance
matrix are obtained from directly maximizing the log of the posterior distributions, given the priors and
the likelihood based on the data. Second, the posterior distribution is subsequently explored by gen-
erating draws using the Monte Carlo Metropolis-Hastings algorithm. It is subject to 1,000,000 draws,
and the first 500,000 draws are dropped.

To assess the conformity of the model to the data, unconditional second moments are computed
and reported in Table 1-2. The first two columns in Table 1 report the standard errors and first order
autocorrelations of the data, and the next two columns present the mean counterparts along with the
90% confidence intervals derived from simulations of the model out of 1000 random draws from the
posterior distributions. Generally, in both two sub-samples, the volatility of all variables are reasonably
matched by the estimated model. Precisely, in most cases, the data values lie in the confidence bands
suggested by model simulations. In particular, the high volatilities of exports to the rest of the World
are well captured by the model, though at the cost of generating excessive volatilities for terms of trade
variables than what actually presents in the data. As for persistence, since most variables are in first
differences, the first order autocorrelations are in general small and insignificant. The exceptions are
interest rates, which are quite persistent in the data and well matched by the model.

Turning to the cross correlations between variables, Table 2 displays the values from the data as
well as the model simulation for the pre-1992 sample in the left panel and the post-1992 sample in the
right panel. The model is able to match the strong positive cross-country correlation of inflation, but
fails in the sense of generating too much negative correlation between output growth. Since we have
always assumed in the estimation that all shocks are orthogonal, allowing for a correlation structure
in the innovations may help to correct this. Or alternatively, a more developed financial structure
may be the solution by allowing for more risk sharing. The model is also able to generate the same
magnitude of observed correlations between terms of trade and output or inflation. It seems though
the estimated model does a better job matching moments in the first sub-sample than the second one.
Similar messages come along when we examine the correlations of exports to the rest of World with
other variables. In most cases, the model simulation confidence bands contain the corresponding data
values.

There are several important issues to keep in mind when we assess how good the model is in fitting
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the data. First, we assume the fundamental structure of our economies haven’t changed across samples,
but only the size of structural parameters may have shifted. Therefore any possible regime shifts or
structural breaks that may contribute in generating the observed differences across samples will not be
captured with our current framework. Second, we estimate the structural model with the actual data
without detrending. Thus we are matching the actual levels or differences of data series without any
filtering. Third, the role of commodities is missing in the current set-up. The presence of oil imports
and oil price shocks may bring more dynamics for trade particularly in the second sub-sample, and
allow for another channel of common shocks across countries. In summary, adding more features to
the model or complicating the shock specifications may improve the performance of the model in terms
of reproducing the features of the data, but the current model does a reasonably good job for us to
proceed with the analysis on the structural estimation.

4.2 Parameter Estimates

Two sets of posterior estimates are reported in Table 3-4 for two sub-samples. Each table presents an
overview of the prior distributions specified for the parameters along with the estimated posterior mode
and the corresponding standard errors computed from the inverse Hessian. In addition, it also reports
the mean and the 90% confidence interval of the posterior distributions.

The estimation results suggest the following:

(i) The nominal price rigidity parameter is estimated ranging from 0.7 to 0.9 for home and foreign
country in two samples. They are of plausible magnitude, and within the range of values in
previous empirical studies and calibrated general-equilibrium models.6 Comparing between home
and foreign countries, it seems that there is more rigidity of home price setting than that of foreign
in both pre-1992 and post-1992 samples. Since the degree of price indexation is estimated to be a
lot larger for the foreign country than for home, it suggests that inflation would be more persistent
in the foreign country in both sub-samples. If we compare estimates across time periods, however,
the estimation results reveal that foreign prices are more sluggish in the post-1992 sample than
in the pre-1992 sample. Since foreign firms employ local currency pricing to set prices in the U.S.
market, the more sticky import prices are, the smaller the degree of exchange rate pass-through
and expenditure switching is in the U.S. market. Wages are revised in similar frequency to prices.7

(ii) The estimate of the elasticity of substitution between domestic and foreign varieties, σ, is close
to 0.47 in the pre-1992 sample, and 0.45 in the post-1992 sample. The foreign counterpart σ∗

is estimated to be 0.51 and 0.46 respectively. These estimation results are in the lower half of
the range of macro estimates. However, the estimation outcome depends very much on starting
values assigned to the elasticity term. This characteristic of the two-country DSGE model has
been reflected in other studies as well; models assuming low elasticity of substitution marginally

6For example, Lubik and Schorfheide (2006) report estimates of the price stickiness parameter ranging from 0.74 to
0.78 in their two-country structural model.

7Allowing for wage stickiness plays an important role in the structural estimation, as it allows the model to generate
reasonable price stickiness.
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outperforms models assuming high elasticity of substitution (Smets, Walque and Wouters, 2005).
On the reconciliation of macro and micro estimates of the trade elasticity of substitution, Ruhl
(2008) relates trade liberalization with increasing extensive margin, and Drozd and Nosal (2008)
attributes the short and long run discrepancy of the price elasticity of trade flows to the market
share sluggishness. The size of the expenditure-switching effect depends on the elasticity of
substitution between domestic and import goods, in addition to the responses of prices to exchange
rate movements. In light of the nature of the estimation of this particular parameter, what we can
infer from the estimates of σ and σ∗, if any, is that the magnitude of the expenditure switching
effect in both the home and foreign market would be marginally smaller in the second sub-sample,
as both σ and σ∗ are estimated to be smaller in the post-1992 sample.

(iii) The distribution margins % and %∗ measure the fraction of the import prices accounted for by
distribution costs in the home and foreign market respectively. The estimation results indicate
that % is approximately 0.25 in the first period, and 0.32 in the second period; while %∗ is around
0.26 in the pre-1992 sample and 0.44 in the post-1992 sample. We can derive the following
relationship from the log-linearized equation system such that

ŷH,t − ŷF,t = σ(ˆ̃pF,t − p̂H,t)

= σ[(1− %)p̂F,t + %p̂N,t − p̂H,t]

ŷ∗F,t − ŷ∗H,t = σ∗(ˆ̃p∗H,t − p̂∗F,t)

= σ∗[(1− %∗)p̂∗H,t + %∗p̂∗N,t − p̂∗F,t],

As implied by the equations, to what extent exchange rate movements affect the relative demands
for home- to foreign-produced goods is determined both by the magnitude of the impact of
exchange rate movements on the relative price, and by the degree of substitutability between
domestic and foreign goods. The size of the impact on the relative price of an exchange rate
movement further depends, among other things, on currency of invoice for trade, price stickiness,
and size of the distribution margin. The larger the distribution margin is, the smaller the effect
of exchange rate movements on the relative quantities. The estimates on % and %∗ suggest that
in the post-1992 period, the distribution margin is about 30% larger in the U.S. market and 70%
larger in the foreign market. Now that distribution costs account for a much larger share of
import prices in both markets, the pass-through of exchange rates to retail import prices ought
to be much smaller in recent years compared to in the 1970s and 1980s, since an increasing share
of non-tradable content has insulated the prices from exchange rate fluctuations.

(iv) The posterior mode of the persistence parameter in the unit-root technology process is estimated
to be 0.24 in the first period, and 0.22 in the second period. The other stationary shocks are all
estimated to be quite persistent. The standard deviations of innovations to exogenous processes
vary widely in magnitude, though same prior distributions are given at the start of the estimation.
They range from 0.1750 in the case of foreign monetary policy shock to 7.3810 in the case of import
price shock from the rest of the world. The volatility of import price and export demand shocks
from the rest of the world is generally large in both periods, suggesting the importance of the rest
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of world shocks in explaining for business cycle fluctuations. Comparing between samples, the
standard deviations of almost all the shocks are estimated to be smaller in the second sub-sample
than in the first.8 This most likely driven by the substantial decline in macroeconomic volatilities
since the late-1980s.

Finally, it is worth noting that, at an aggregate level, abstracting from various import and export
categories, changes in the degree of pass-through can be attributed to factors like aggregate price
stickiness, prevalence of PCP and LCP, and distribution margin etc.; while shifts in these aggregate
factors may reflect either corresponding shifts at the level of disaggregated products, or changes in the
underlying composition of products in a country’s import or export bundle.9

4.3 Role of Expenditure-Switching

In the previous section, we analyze the structural estimation results over two sub-samples and examine
the implications for changes in the expenditure-switching role of exchange rates. In this section, we
investigate whether the responsiveness of trade to exchange rate fluctuations has decreased from one
sub-sample to the other by plotting the unconditional pass-through of exchange rates to U.S. imports
and exports. Because the pass-through measures are conditional on the horizon, our model can be used
to study expenditure switching both in the short and long run.

In the international macroeconomic literature, many studies have examined exchange rate pass-
through to import and consumption prices. Traditionally, the exchange rate pass-through is defined
as the percentage change in local currency import prices resulting from a one percent change in the
exchange rate. A typical pass-through regression estimates how import prices respond to exchange rate
fluctuations (e.g. Campa and Goldberg, 2005). But since exchange rate changes also have feedback
effects on domestic prices through marginal cost adjustment, some pass-though studies estimate an
equation in which the relative price is a function of the exchange rate, cost factors, et al (e.g. Corsetti,
Dedola and Leduc, 2005). In this case, costs, and thus errors in cost measurements, will influence the
ratio only when there is a difference in the demand elasticity of the two markets.10 While these studies
are useful for policy analysis, they are subject to criticism due to the partial-equilibrium reduced-form
approach. As suggested by Bouakez and Rebei (2008), these studies overlook the joint determination
of exchange rates and prices. Also they ignore that the degree of pass-through may differ depending on
what type of shocks impinging on the economy.

We adopt the general equilibrium approach to study the expenditure-switching role of exchange
rates. Specifically, we examine the aggregate pass-through of exchange rates to imports and exports.

8The only exception is foreign government consumption shocks, in which case it is estimated to be slightly larger in
the post-1992 sample.

9Specifically, Campa and Goldberg (2005) examine the underlying drivers causing changes in the pass-through of
exchange rates to import prices using disaggregated data, and find that the pass-through to disaggregated import prices
are highly stable in their estimation period and shifts in the composition of country import bundles are far more important
for the overall pass-through rates.

10For extended surveys of the theory of exchange rate pass-through, see Goldberg and Knetter (1997).
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First we generate impulse responses showing percentage changes of nominal exchange rates, U.S. imports
and exports to a one-unit increase in the exogenous shock.11 Then, similar to Bouakez and Rebei (2008),
conditional pass-through is computed as the ratio of the impulse responses of the variable of interest
(imports or exports) and nominal exchange rates to a given shock. Unconditional pass-through, or
aggregate pass-through, is expressed as a weighted sum of conditional pass-through rates, where the
weights reflect the contribution of various shocks in accounting for exchange rate variation.12 A change
in aggregate pass-through therefore can either result from changes in the degree of conditional pass-
through or be related to differences in the relative importance of shocks in accounting for nominal
exchange rate movements.

Figure 1 presents the unconditional pass-through of exchange rates to U.S. imports and exports.
At the aggregate level, exchange rate pass-through to U.S. exports is much lower by around 0.37 in the
medium to long run in the post-1992 period, while there is only a minor change in the unconditional
pass-through to ŷ∗H,t in the short run. The unconditional pass-through of nominal exchange rates to
U.S. imports, ŷIM,t, is much smaller in general than aggregate pass-through to U.S. exports, which
is consistent with our assumption that U.S. firms all set export prices in PCP while foreign firms
all price their export goods in LCP. Comparing across the two sub-samples, in the pre-1992 sample,
the pass-through of nominal exchange rates to U.S. imports is always negative, reflecting that U.S.
dollar depreciation is associated with decline in its imports; in the post-1992 sample, the U.S. imports
sensitivity to exchange rate movements decreases to almost zero after 8 quarters upon impact, and
turn to positive values afterwards. Imports may increase when domestic currency depreciates, because
currency depreciation stimulates a country’s exports and production of import-competing goods. The
income effects of currency depreciation may drive the demand for imports to increase.

As analyzed in the previous section, the foreign prices being more sticky in the post-1992 period
may contribute to the dropped pass-through to imports in the short run. In addition, both domestic
and foreign distribution margins increasing in the post-1992 sample may induces the pass-through to
U.S. imports and exports to decline in the long run. Additionally, the generally lower volatility of shocks
in the post-1992 episode can also account for the dropped pass-through of exchange rates to trade, as
the volatility of output and inflation has decreased substantially while the volatility of exchange rate
has remained relative stable over this period.

4.4 Counterfactual Analysis

To identify which factors contribute to the muted responsiveness of U.S. imports and exports to ex-
change rate movements in the second sub-sample and to what extent they matter, we carry out some
counterfactual experiments in this section. Particularly, we study the role of four factors: price ad-
justment sluggishness, distribution margin, the variance and persistence of structural shocks. In each

11The impulse responses are calculated from a random selection of 1,000 parameters out of the 500,000 draws from the
posterior distributions.

12For more details on the relationship between the aggregate and conditional measures of pass-through, see Bouakez
and Rebei (2008).
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counterfactual experiment, we vary one factor while keeping all other parameters constant. We then
compare aggregate pass-through to U.S. imports and exports computed from the counterfactual simu-
lations with those from the benchmark case.

Figure 2 displays results on exchange rate pass-through to U.S. exports from counterfactual anal-
ysis. The two graphs in the top panel show impact on the degree of pass-through to exports from
structural shifts (price adjustment and distribution margin); the two plots in the second row present
impacts from changes of shocks (variance and persistence). As we can see from these plots, all four
factors can provide potential explanations for the decline of U.S. exports responsiveness to exchange
rate movements, although the contribution of changes in shock persistence is almost negligible. As
stated before, the distribution margin in the foreign market has increased in the post-1992 period,
which translates into a lower degree of aggregate pass-through to U.S. exports. Estimation results in
Table 3 and 4 reveal that almost all structural shocks become less volatile in the second sub-sample.
Relatively speaking, preference shocks and monetary policy shocks may gain more weights in the com-
putation of aggregate pass-through. Simulation results show that they can partially explain the dropped
responsiveness of U.S. exports to nominal exchange rates.

The counterfactual experiment results on pass-through to U.S. imports are illustrated in Figure 3.
Here, changes in price adjustment, distribution margin and variances of shocks all are responsible for
the observed drop in pass-through. However, the analysis seems to preclude persistence of shocks as a
potential explanation, as it leads to slightly increased pass-through to imports in the long run. Overall,
changes in shock variances and structural shifts in price adjustment mainly account for the decline in
rate of pass-through to U.S. imports; while changes in distribution margins play a less important role.

5 Conclusion

We adopt a structural general-equilibrium approach to study whether the expenditure-switching role of
exchange rates has changed in the G7 countries in the current episode of significant global imbalances.
Our approach consist of developing a multi-sector two-country model for the United States and the G6
countries with the rest of the world captured by exogenous price and demand shocks, and estimating
the model over two sub-samples, which covers the periods before and after the early 1990s. We find
that both U.S. imports and exports have become much less responsive to exchange rate movements,
mainly due to changes both in the variances of structural shocks and in firms’ pricing behavior, as well
as the increased size of distribution margins. This may suggest that closing the same amount of U.S.
trade deficit now would require a larger move in exchange rates than in the 1970s and 1980s.

Our results certainly have to be qualified with respect to the structural model employed, as the
estimation results are model dependent. One issue is that trade in commodities, particularly petroleum,
is not explicitly modeled. Although the non-petroleum trade balance of the United States traces the
dynamics of the overall trade balance fairly closely up until early 2000, the non-petroleum trade deficit
has been much smaller since then. We choose to match U.S. and foreign countries’ exports to the rest of
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the World, instead of overall trade balance. That way, we minimize the impact out of this specification,
since commodities trade modifies trade balance mainly through imports.13

The second issue of concern may be related to the break date of splitting the time series data.
Although it is widely agreed that the episode of global current account imbalance starts in the early
1990s (Obstfeld and Rogoff, 2000), there is no strong reason to believe that the global imbalance starts
exactly at the beginning of the year of 1992. In fact, there is no strong reason to believe that the global
imbalance starts at any time exactly. Even the concept of global imbalance was first greeted with
skepticism before it became conventional wisdom. When at that time Federal Reserve Chairman Alan
Greenspan gave a speech in 2003, the conventional view was still that the U.S. current account would
most likely resolve itself in quite a benign manner. Therefore, on one hand, there’s plenty sensitivity
analysis from perturbation of break dates; while on the other hand, there’s no robustness check on this
issue necessary at all. We could move the break date around 1992 Q1; but given the persistence of the
macro economy around that time and the nature of structural estimation, it is probably safe to expect
structural estimation results to remain largely unchanged if the new break date is close to the old one.
Alternatively, we could split the sample at some point when U.S. deficit became more apparent part
of the imbalance, for example in 2002. The practical problem it brings to estimation is that we will be
left with too few observations in the global imbalance sub-sample to generate convincing results out of
structural estimation approach.

13An alternative is to use trade data excluding commodities for estimation. The data is readily available for the U.S.,
but not for all the other G6 countries.
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A The Linearized Equation System

A.1 Prices and Wages

0 = ᾱT p̂T,t + (1− ᾱT )p̂N,t 0 = ᾱ∗T p̂∗T,t + (1− ᾱ∗T )p̂∗N,t

p̂T,t = ᾱH p̂H,t + (1− ᾱH)p̂IM,t p̂∗T,t = ᾱ∗H p̂∗F,t + (1− ᾱ∗H)p̂∗IM,t

p̂IM,t = ᾱM
ˆ̃pF,t + (1− ᾱM )p̂ROW,t p̂∗IM,t = ᾱ∗M ˆ̃p∗H,t + (1− ᾱ∗M )p̂∗ROW,t

x̂H,t = ψdβEtx̂H,t+1 + ψdβπ̂t+1 − ψdβτdπ̂t + (1− ψdβ)[(1− η)ŵt + ηr̂T,t]

x̂∗F,t = ψ∗dβEtx̂
∗
F,t+1 + ψ∗dβπ̂∗t+1 − ψ∗dβτ∗d π̂∗t + (1− ψ∗dβ)[(1− η∗)ŵ∗t + η∗r̂∗T,t]

x̂p
H,t = x̂H,t x̂p

F,t = x̂∗F,t

x̂l
H,t = ψdβEtx̂

l
H,t+1 + ψdβπ̂∗t+1 − ψdβτdπ̂

∗
t + (1− ψdβ)[(1− η)ŵt − q̂t + ηr̂T,t]

x̂l
F,t = ψ∗dβEtx̂

∗l
F,t+1 + ψ∗dβπ̂t+1 − ψ∗dβτ∗d π̂t + (1− ψ∗dβ)[(1− η∗)ŵ∗t + q̂t + η∗r̂∗T,t]

x̂N,t = ψdβEtx̂N,t+1 + ψdβπ̂t+1 − ψdβτdπ̂t + (1− ψdβ)[(1− θ)ŵt + θr̂N,t]

x̂∗N,t = ψ∗dβEtx̂
∗
N,t+1 + ψ∗dβπ̂∗t+1 − ψ∗dβτ∗d π̂∗t + (1− ψ∗dβ)[(1− θ∗)ŵ∗t + θ∗r̂∗N,t]

p̂H,t = ψdp̂H,t−1 − ψdπ̂t + ψdτdπ̂t−1 + (1− ψd)x̂H,t

p̂∗F,t = ψ∗dp̂
∗
F,t−1 − ψ∗dπ̂

∗
t + ψ∗dτ

∗
d π̂∗t−1 + (1− ψ∗d)x̂

∗
F,t

p̂N,t = ψdp̂N,t−1 − ψdπ̂t + ψdτdπ̂t−1 + (1− ψd)x̂N,t

p̂∗N,t = ψ∗dp̂
∗
N,t−1 − ψ∗dπ̂

∗
t + ψ∗dτ

∗
d π̂∗t−1 + (1− ψ∗d)x̂

∗
N,t

p̂∗H,t = ψdp̂
∗
H,t−1 − ψdπ̂

∗
t + ψdτdπ̂

∗
t−1 + (1− ψd)[φx̂l

H,t + (1− φ)(x̂p
H,t − q̂t)]

p̂F,t = ψ∗dp̂F,t−1 − ψ∗dπ̂t + ψ∗dτ
∗
d π̂t−1 + (1− ψ∗d)[φ

∗x̂l
F,t + (1− φ∗)(x̂p

F,t + q̂t)]

ˆ̃pF,t =
PF

P̃F

p̂F,t +
λPN

P̃F

p̂N,t
ˆ̃p∗H,t =

P ∗
H

P̃ ∗
H

p̂∗H,t +
λ∗P ∗

N

P̃ ∗
H

p̂∗N,t

ω̂t = ψwβEtω̂t+1 + ψwβπ̂t+1 + ψwβf̂t+1 − ψwβτwπ̂t +
1− ψwβ

γ − 1
(γŵt + l̂t − ĉt)

ω̂∗t = ψ∗wβEtω̂
∗
t+1 + ψ∗wβπ̂∗t+1 + ψ∗wβf̂t+1 − ψ∗wβτ∗wπ̂∗t +

1− ψ∗wβ

γ∗ − 1
(γ∗ŵ∗t + l̂∗t − ĉ∗t )

ŵt = ψwŵt−1 − ψwπ̂t + ψwτwπ̂t−1 + (1− ψw)ω̂t − ψwf̂t

ŵ∗t = ψ∗wŵ∗t−1 − ψ∗wπ̂∗t + ψ∗wτ∗wπ̂∗t−1 + (1− ψ∗w)ω̂∗t − ψwf̂t

A.2 Output, Capital and Employment

Output

ŷH,t = ŷT,t − σ(p̂H,t − p̂T,t) ŷIM,t = ŷT,t − σ(p̂IM,t − p̂T,t)
ŷF,t = ŷIM,t − σm(ˆ̃pF,t − p̂IM,t) ŷROW,t = ŷIM,t − σm(p̂ROW,t − p̂IM,t)
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ŷ∗F,t = ŷ∗T,t − σ∗(p̂∗F,t − p̂∗T,t) ŷ∗IM,t = ŷ∗T,t − σ∗(p̂∗IM,t − p̂∗T,t)
ŷ∗H,t = ŷ∗IM,t − σ∗m(ˆ̃p∗H,t − p̂∗IM,t) ŷ∗ROW,t = ŷ∗IM,t − σ∗m(p̂∗ROW,t − p̂∗IM,t)

ẑt =
YH

Z
ŷH,t +

Y ∗
H

Z
ŷ∗H,t +

DROW

Z
d̂ROW,t

ẑ∗t =
Y ∗

F

Z∗
ŷ∗F,t +

YF

Z∗
ŷF,t +

D∗
ROW

Z∗
d̂∗ROW,t

ŷt =
PT YT

PY
(p̂T,t + ŷT,t) +

PNYN

PY
(p̂N,t + ŷN,t)

ŷ∗t =
P ∗

T Y ∗
T

P ∗Y ∗ (p̂∗T,t + ŷ∗T,t) +
P ∗

NY ∗
N

P ∗Y ∗ (p̂∗N,t + ŷ∗N,t)

ŷT,t =
CT

YT
ĉT,t +

GT

YT
ĝT,t +

IT

YT
îT,t

ŷN,t =
CN

YN
ĉN,t +

GN

YN
ĝN,t +

IN

YN
îN,t +

λYF

YN
ŷF,t +

λYROW

YN
ŷROW,t

ŷ∗T,t =
C∗

T

Y ∗
T

ĉ∗T,t +
G∗

T

Y ∗
T

ĝ∗T,t +
I∗T
Y ∗

T

î∗T,t

ŷ∗N,t =
C∗

N

Y ∗
N

ĉ∗N,t +
G∗

N

Y ∗
N

ĝ∗N,t +
I∗N
Y ∗

N

î∗N,t +
λ∗Y ∗

H

Y ∗
N

ŷ∗H,t +
λ∗Y ∗

ROW

Y ∗
N

ŷ∗ROW,t

Capital and labor

k̂T,t−1 = ẑt − (1− η)r̂T,t + (1− η)ŵt − (1− η)p̂T,t

k̂N,t−1 = ŷN,t − (1− θ)r̂N,t + (1− θ)ŵt − (1− θ)p̂N,t

k̂∗T,t−1 = ẑ∗t − (1− η∗)r̂∗T,t + (1− η∗)ŵ∗t − (1− η∗)p̂∗T,t

k̂∗N,t−1 = ŷ∗N,t − (1− θ∗)r̂∗N,t + (1− θ∗)ŵ∗t − (1− θ∗)p̂∗N,t

ĉt − ĉt+1 + âβ,t+1 − âβ,t + π̂T,t+1 − π̂t+1 − f̂t+1

= χ(k̂T,t − k̂T,t−1 + f̂t+1)− βχEt(k̂T,t+1 − k̂T,t + f̂t+2)− βrT r̂T,t+1

ĉt − ĉt+1 + âβ,t+1 − âβ,t + π̂N,t+1 − π̂t+1 − f̂t+1

= χ(k̂N,t − k̂N,t−1 + f̂t+1)− βχEt(k̂N,t+1 − k̂N,t + f̂t+2)− βrN r̂N,t+1

ĉ∗t − ĉ∗t+1 + â∗β,t+1 − â∗β,t + π̂∗T,t+1 − π̂∗t+1 − f̂t+1

= χ∗(k̂∗T,t − k̂∗T,t−1 + f̂t+1)− βχ∗Et(k̂∗T,t+1 − k̂∗T,t + f̂t+2)− βr∗T r̂∗T,t+1

ĉ∗t − ĉ∗t+1 + â∗β,t+1 − â∗β,t + π̂∗N,t+1 − π̂∗t+1 − f̂t+1

= χ∗(k̂∗N,t − k̂∗N,t−1 + f̂t+1)− βχ∗Et(k̂∗N,t+1 − k̂∗N,t + f̂t+2)− βr∗N r̂∗N,t+1

k̂T,t = (1− δ)k̂T,t−1 + δîT,t − (1− δ)f̂t+1 k̂N,t = (1− δ)k̂N,t−1 + δîN,t − (1− δ)f̂t+1

k̂∗T,t = (1− δ)k̂∗T,t−1 + δî∗T,t − (1− δ)f̂t+1 k̂∗N,t = (1− δ)k̂∗N,t−1 + δî∗N,t − (1− δ)f̂t+1

l̂t = LT
L l̂T,t + LN

L l̂N,t l̂∗t = L∗T
L∗ l̂∗T,t + L∗N

L∗ l̂∗N,t
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l̂T,t = ẑt + ηr̂T,t − ηŵt + ηp̂T,t l̂N,t = ŷN,t + θr̂N,t − θŵt + θp̂N,t

l̂∗T,t = ẑ∗t + ηr̂∗T,t − η∗ŵ∗t + η∗p̂∗T,t l̂∗N,t = ŷ∗N,t + θ∗r̂∗N,t − θ∗ŵ∗t + θ∗p̂∗N,t

Consumption and bond

π̂t+1 − r̂t = ĉt − ĉt+1 − f̂t+1 + âβ,t+1 − âβ,t

π̂∗t+1 − r̂∗t = ĉ∗t − ĉ∗t+1 − f̂t+1 + â∗β,t+1 − â∗β,t

q̂t+1 − ĉt+1 + âβ,t+1 − f̂t+1 − π̂∗t+1 = q̂t − ĉt + âβ,t − (1− µ)r̂∗t + µb̂F,t − µŷt + ϕ̂t

− q̂t+1 − ĉ∗t+1 + â∗β,t+1 − f̂t+1 − π̂t+1 = −q̂t − ĉ∗t + â∗β,t − (1− µ∗)r̂t + µ∗b̂∗H,t − µ∗ŷ∗t − ϕ̂t

ĉT,t = ĉt − ςp̂T,t ĉN,t = ĉt − ςp̂N,t ĝT,t = ĝt − ςp̂T,t ĝN,t = ĝt − ςp̂N,t

ĉ∗T,t = ĉ∗t − ς∗p̂∗T,t ĉ∗N,t = ĉ∗t − ς∗p̂∗N,t ĝ∗T,t = ĝ∗t − ς∗p̂∗T,t ĝ∗N,t = ĝ∗t − ς∗p̂∗N,t

Monetary policy

r̂t = ρrr̂t−1 + (1− ρr)(αππ̂t + αyŷt) + εr,t

r̂∗t = ρ∗r r̂
∗
t−1 + (1− ρ∗r)(α

∗
ππ̂∗t + α∗yŷ

∗
t ) + εr∗,t

Balance of payment condition

(b̂H,t − b̂F,t)−R(b̂H,t−1 − b̂F,t−1)− (r̂t − r̂∗t )− (1−R)q̂t + R(π̂t − π̂∗t ) =
SP ∗

HY ∗
H

PY
ŷ∗H,t

+
SP ∗

HDROW

PY
d̂ROW,t +

(
SP ∗

HY ∗
H

PY
+

SP ∗
HDROW

PY

)
(p̂∗H,t + q̂t)− PIMYIM

PY
(p̂IM,t + ŷIM,t)

A.3 Stochastic Shocks

f̂t = ρf f̂t−1 + εft ϕ̂t = ρϕϕ̂t−1 + εϕt

ĝt = ρg ĝt−1 + εg,t ĝ∗t = ρ∗gĝ∗t−1 + εg∗,t

âβ,t = ρaβ âβ,t−1 + εaβ,t â∗β,t = ρ∗aβ â∗β,t−1 + ε∗aβ,t

d̂ROW,t = ρrdd̂ROW,t−1 + εrd,t d̂∗ROW,t = ρ∗rdd̂
∗
ROW,t−1 + ε∗rd,t

p̂ROW,t = ρrpp̂ROW,t−1 + εrp,t p̂∗ROW,t = ρ∗rpp̂
∗
ROW,t−1 + ε∗rp,t
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Table 1: Model Validation: Persistence and Volatility

Data Model
Std. Autocorrelation Std. Autocorrelation

1970:1-1991:4

∆ŵt 0.6979 0.4200 0.3644 0.2468
(0.3103,0.4324) (0.0420,0.4941)

∆ŷt 1.0185 0.2710 3.2831 -0.0655
(2.8298,3.9560) (-0.1997,0.0649)

∆ŵ∗t 0.7333 0.1150 1.0864 0.4553
(0.9355,1.2824) (0.3003,0.6052)

∆ŷ∗t 3.6322 0.4030 2.8128 -0.0112
(2.4544,3.2819) (-0.1601,0.1504)

∆ ˆtott 1.7597 0.4070 5.0277 0.0304
(4.3749,5.7383) (-0.1169,0.1934)

∆ ˆtot
∗
t 1.5072 0.3400 6.6429 -0.0945

(5.7185,7.6461) (-0.2278,0.0447)

∆d̂ROW,t 7.0659 -0.2550 7.1942 -0.0593
(6.2400,8.2844) (-0.1920,0.0789)

∆d̂∗ROW,t 10.056 -0.6800 10.357 -0.1229
(9.0268,11.932) (-0.2530,0.0224)

r̂t 2.5903 0.9260 1.2115 0.9060
(0.7592,2.1224) (0.7528,0.9901)

r̂∗t 2.4957 0.9520 3.9097 0.9725
(2.3362,6.4504) (0.8135,1.0317)

π̂t 0.8162 0.8050 1.2369 0.8830
(0.7993,2.1008) (0.7286,0.9759)

π̂∗t 1.2599 0.5750 4.1739 0.9390
(2.6299,6.7617) (0.7897,1.0123)

1992:1-2008:1

∆ŵt 0.3997 0.1610 0.2662 0.1366
(0.2214,0.3192) (-0.1285,0.4318)

∆ŷt 0.4894 0.1210 1.6956 -0.0519
(1.4488,1.9821) (-0.2104,0.1043)

∆ŵ∗t 0.3347 -0.1160 0.6277 0.6370
(0.5087,0.7940) (0.4466,0.7830)

∆ŷ∗t 3.0289 0.1460 2.0672 -0.0337
(1.6746,2.5116) (-0.2031,0.1517)

∆ ˆtott 0.8140 0.1830 3.8328 -0.0162
(3.3098,4.3376) (-0.1749,0.1588)

∆ ˆtot
∗
t 0.7538 -0.1180 3.3738 -0.0539

(2.9311,3.8880) (-0.2094,0.0932)

∆d̂ROW,t 6.0421 -0.5090 5.9972 -0.1630
(5.0708,7.0276) (-0.3173,-0.0099)

∆d̂∗ROW,t 7.4838 -0.4970 7.4890 -0.0870
(6.4089,8.8500) (-0.2410,0.0757)

r̂t 1.5252 0.9480 0.4968 0.8814
(0.2986,0.8432) (0.6837,0.9899)

r̂∗t 1.7970 0.9120 1.8102 0.9505
(1.0554,3.0648) (0.7501,1.0399)

π̂t 0.3096 0.0930 0.5807 0.7764
(0.3968,0.9082) (0.5539,0.9257)

π̂∗t 0.1847 0.2670 1.9308 0.9404
(1.1437,3.1633) (0.7411,1.0282)
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Table 2: Model Validation: Cross Correlations

1970:1 – 1991:4 1992:1-2008:1

Data Model Data Model

π̂t, π̂
∗
t 0.6222 0.4960 0.5032 0.4680

(-0.2045,0.8503) (-0.2202,0.8270)
∆ŷt, ∆ŷ∗t 0.0501 -0.2742 -0.0444 -0.3597

(-0.4181,-0.1253) (-0.5136,-0.1952)
∆ ˆtott, π̂t -0.4300 -0.1785 -0.6381 -0.2257

(-0.3714,0.0475) (-0.4179,-0.0166)

∆ ˆtot
∗
t , π̂∗t -0.2324 -0.0669 -0.1463 -0.0237

(-0.1861,0.0395) (-0.1567,0.1006)
∆ ˆtott, ∆ŷt 0.1270 0.1756 -0.0660 0.4193

(-0.0047,0.3378) (0.2330,0.5834)

∆ ˆtot
∗
t , ∆ŷ∗t 0.2609 0.2450 0.2200 -0.0460

(0.0693,0.4045) (-0.2463,0.1697)

∆d̂ROW,t, ∆ŷt 0.1025 0.0289 0.3666 -0.0562
(-0.1194,0.1784) (-0.2169,0.1125)

∆d̂ROW,t, ∆ŷ∗t 0.1546 0.1464 0.1506 0.1186
(0.0066,0.2814) (-0.0393,0.2926)

∆d̂∗ROW,t, ∆ŷt -0.0293 -0.0407 0.1255 -0.0539
(-0.1791,0.1111) (-0.2159,0.1142)

∆d̂∗ROW,t, ∆ŷ∗t 0.3914 0.0871 0.4893 0.1513
(-0.0520,0.2342) (-0.0235,0.3161)
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Table 3: Parameter Estimates: 1970:1 -1991:4

1970:1 – 1991:4

Prior Distribution Posterior Maximization Posterior Distribution
Parameters Distribution Mean Std Mode Std Error Mean 10% 90%

ψd Beta 0.75 0.05 0.9106 0.0097 0.9148 0.8992 0.9294
ψw Beta 0.75 0.05 0.8552 0.0097 0.8617 0.8450 0.8783
τd Beta 0.50 0.10 0.2564 0.0585 0.2837 0.1808 0.3878
τw Beta 0.50 0.10 0.3008 0.0644 0.3250 0.2185 0.4351
ψ∗d Beta 0.75 0.05 0.6810 0.0442 0.6724 0.5917 0.7556
ψ∗w Beta 0.75 0.05 0.6454 0.0234 0.6559 0.6208 0.6910
τ∗d Beta 0.50 0.10 0.3281 0.0730 0.3413 0.2206 0.4669
τ∗w Beta 0.50 0.10 0.1625 0.0454 0.1782 0.1001 0.2556
σ Gamma 0.50 0.15 0.4688 0.1475 0.5084 0.2577 0.7508
σ∗ Gamma 0.50 0.15 0.5145 0.1609 0.5584 0.2873 0.8108
ρr Beta 0.70 0.10 0.9910 0.0036 0.9905 0.9858 0.9960
απ Gamma 1.40 0.10 1.3231 0.0941 1.3233 1.1708 1.4804
αy Gamma 0.40 0.15 0.2934 0.0923 0.2924 0.1446 0.4333
ρ∗r Beta 0.70 0.10 0.6958 0.0455 0.6847 0.6091 0.7623
α∗π Gamma 1.40 0.10 1.4850 0.0902 1.4659 1.3171 1.6078
α∗y Gamma 0.40 0.15 0.4079 0.0954 0.3813 0.2254 0.5351
% Beta 0.40 0.15 0.2567 0.1430 0.2690 0.0810 0.4500
%∗ Beta 0.40 0.15 0.2648 0.1361 0.3357 0.1171 0.5479
ρf Beta 0.30 0.10 0.2449 0.0877 0.2501 0.1188 0.3785
ρg Beta 0.75 0.10 0.7818 0.1041 0.7516 0.5930 0.9280
ρ∗g Beta 0.75 0.10 0.9695 0.0166 0.9609 0.9369 0.9859
ρβ Beta 0.75 0.10 0.9114 0.0228 0.7885 0.6288 0.9410
ρ∗β Beta 0.75 0.10 0.7650 0.0314 0.7966 0.7444 0.8487
ρp Beta 0.75 0.10 0.8276 0.0460 0.8173 0.7429 0.8927
ρ∗p Beta 0.75 0.10 0.7892 0.0587 0.8155 0.7352 0.9007
ρd Beta 0.75 0.10 0.8807 0.0410 0.8748 0.8160 0.9373
ρ∗d Beta 0.75 0.10 0.7779 0.0443 0.7780 0.7070 0.8505
ρϕ Beta 0.75 0.10 0.7559 0.0967 0.7184 0.5684 0.8760
σϕ Beta 0.50 4.00 0.2095 0.0713 0.2780 0.1253 0.4353
σf Inv Gamma 0.50 4.00 1.1925 0.1672 1.2113 0.9295 1.4879
σg Inv Gamma 0.50 4.00 0.2315 0.0943 0.5764 0.1100 1.0751
σ∗g Inv Gamma 0.50 4.00 4.6008 2.0542 6.2419 3.5199 9.4377
σβ Inv Gamma 0.50 4.00 3.8913 0.8897 1.3100 0.1115 4.1533
σ∗β Inv Gamma 0.50 4.00 7.2531 0.7064 7.7805 6.5411 9.0178
σr Inv Gamma 0.50 4.00 0.3911 0.0435 0.3991 0.3253 0.4717
σ∗r Inv Gamma 0.50 4.00 0.1750 0.0431 0.2056 0.1223 0.2863
σp Inv Gamma 0.50 4.00 4.5104 0.4285 4.8160 4.0222 5.6071
σ∗p Inv Gamma 0.50 4.00 7.3810 0.7224 8.0412 6.6465 9.4347
σd Inv Gamma 5.00 4.00 6.7673 0.5129 6.8909 5.9957 7.7558
σ∗d Inv Gamma 5.00 4.00 9.3523 0.7003 9.4760 8.2885 10.645
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Table 4: Parameter Estimates: 1992:1 -2008:1

1992:1 – 2008:1

Prior Distribution Posterior Maximization Posterior Distribution
Parameters Distribution Mean Std Mode Std Error Mean 10% 90%

ψd Beta 0.75 0.05 0.9244 0.0173 0.9211 0.9056 0.9367
ψw Beta 0.75 0.05 0.8860 0.0185 0.8787 0.8592 0.8981
τd Beta 0.50 0.10 0.1656 0.0488 0.1805 0.1025 0.2558
τw Beta 0.50 0.10 0.2907 0.0661 0.2968 0.1922 0.3981
ψ∗d Beta 0.75 0.05 0.8081 0.0287 0.7913 0.7432 0.8406
ψ∗w Beta 0.75 0.05 0.7127 0.0235 0.7142 0.6788 0.7491
τ∗d Beta 0.50 0.10 0.7380 0.0681 0.7387 0.6352 0.8467
τ∗w Beta 0.50 0.10 0.3193 0.0748 0.3320 0.2113 0.4480
σ Gamma 0.50 0.15 0.4543 0.1428 0.5055 0.2583 0.7423
σ∗ Gamma 0.50 0.15 0.4583 0.1435 0.4989 0.2605 0.7380
ρr Beta 0.70 0.10 0.9946 0.0016 0.9931 0.9896 0.9960
απ Gamma 1.40 0.10 1.3819 0.0951 1.3580 1.2013 1.5131
αy Gamma 0.40 0.15 0.1684 0.0583 0.2051 0.0951 0.3160
ρ∗r Beta 0.70 0.10 0.7648 0.0532 0.7496 0.6689 0.8349
α∗π Gamma 1.40 0.10 1.3233 0.1018 1.3568 1.2100 1.4977
α∗y Gamma 0.40 0.15 0.4138 0.1127 0.4245 0.2535 0.5927
% Beta 0.40 0.15 0.3171 0.1613 0.3160 0.1082 0.5197
%∗ Beta 0.40 0.15 0.4403 0.1629 0.4367 0.1999 0.6705
ρf Beta 0.30 0.10 0.2252 0.0910 0.2465 0.1074 0.3853
ρg Beta 0.75 0.10 0.7818 0.1041 0.7501 0.5890 0.9100
ρ∗g Beta 0.75 0.10 0.9389 0.0320 0.9352 0.8971 0.9752
ρβ Beta 0.75 0.10 0.7834 0.1041 0.7656 0.6160 0.9302
ρ∗β Beta 0.75 0.10 0.7756 0.0325 0.7737 0.7234 0.8242
ρp Beta 0.75 0.10 0.7366 0.0917 0.7136 0.5831 0.8549
ρ∗p Beta 0.75 0.10 0.9015 0.0564 0.8732 0.7917 0.9574
ρd Beta 0.75 0.10 0.6724 0.0750 0.6671 0.5539 0.7874
ρ∗d Beta 0.75 0.10 0.8238 0.0388 0.8158 0.7518 0.8786
ρϕ Beta 0.75 0.10 0.7302 0.0995 0.6912 0.5425 0.8504
σϕ Beta 0.50 4.00 0.1920 0.0589 0.2397 0.1203 0.3606
σf Inv Gamma 0.50 4.00 0.9628 0.1628 0.9277 0.6854 1.1625
σg Inv Gamma 0.50 4.00 0.2316 0.0944 0.4401 0.1158 0.8432
σ∗g Inv Gamma 0.50 4.00 5.8876 2.8605 6.6138 3.9859 9.9537
σβ Inv Gamma 0.50 4.00 0.2331 0.0963 0.5624 0.1096 1.2996
σ∗β Inv Gamma 0.50 4.00 4.7864 0.5795 5.0374 4.1049 5.9667
σr Inv Gamma 0.50 4.00 0.1703 0.0305 0.1819 0.1385 0.2232
σ∗r Inv Gamma 0.50 4.00 0.1165 0.0200 0.1269 0.0910 0.1619
σp Inv Gamma 0.50 4.00 3.3153 0.5101 3.3860 2.6882 4.0634
σ∗p Inv Gamma 0.50 4.00 2.9020 0.3291 3.0442 2.4670 3.6113
σd Inv Gamma 5.00 4.00 5.2487 0.4581 5.3694 4.5759 6.1194
σ∗d Inv Gamma 5.00 4.00 7.0189 0.6123 7.2026 6.1371 8.2268
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Figure 1: Pass-through of Exchange Rates to U.S. Imports (ŷIM,t) and Exports (ŷ∗H,t)
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Figure 2: Counterfactual Analysis: Pass-through of Exchange Rates to U.S. Exports (ŷ∗H,t)
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Figure 3: Counterfactual Analysis: Pass-through of Exchange Rates to U.S. Imports (ŷIM,t)
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