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\textbf{Abstract}

In this paper, we examine the impact that changes in the rate of money creation and reserve requirements have on real seigniorage revenue. We consider two additional features that differ from previous analyses. First, the model economies grow endogenously, and that growth depends on the accumulation of intermediated capital. Second, agents have two means of financing; one is bank deposits against which reserves must be held and the other is a nonbank intermediary. Thus, growth-rate effects and financing-substitution effects are both present, and one can assess the quantitative importance of each factor.

\textbf{1. Introduction}\textsuperscript{1}

What effect do monetary policy actions have on real seigniorage revenue? Researchers have long been interested in the answer to this question. To note just a few, Bailey (1956) applied partial-equilibrium analysis, establishing the result that maximum seigniorage revenue was obtained when elasticity of money demand with respect to the inflation rate equalled one. Friedman (1971) showed that Bailey's result held if output was constant. In Friedman's more general setting, both the growth rate and elasticity of money demand with respect to output affected the revenue-maximizing inflation rate. Brock (1989) extended Friedman's result, changing the setting from a partial equilibrium to a general equilibrium setup. Easterly, Mauro, and Schmidt-Hebbel (1995) derive the seigniorage-maximizing
inflation rate in a continuous-time Ak-model which allows money and bonds to be used for transactions, noting that the revenue-maximizing inflation rate falls as the elasticity of substitution between money and bonds rises.

The purpose of this paper is to examine the effects that two monetary policy actions—changes in reserve requirements and money creation—have on the present value of real seigniorage revenue. Our aim is to use the different model economies to quantitatively assess the importance of several mechanisms through which monetary policy might operate. In particular, we are interested in assessing the importance of the relationship between monetary policy actions and growth within the context of real seigniorage revenue. In addition, we are interested in the relationship between monetary policy actions and the development of the financial system, focusing on how such development might affect the revenues earned from money creation.

The statistical relationship between inflation and growth has been documented by numerous authors, including Fischer (1991), DeGregario (1992), and Gomme (1993). Our question is, supposing monetary policy actions do influence the rate of growth, how important are the growth-rate effects on the present value of real seigniorage revenue? We view the experiments as natural extensions of the literature on tax policy and growth. Ireland (1994), for example, examined the supply-side considerations of income-tax policy, computing the rate that maximizes the present value of income tax revenue.

Another way in which monetary policy can affect the quantity of real seigniorage revenue is through its effects on the equilibrium quantity of real base money. We consider two ways in which this could happen: substitution among different methods of financing capital and substitution among different means of payment. For the first channel, we examine an economy in which two means of financing are available. More specifically, households can use either bank deposits or nonbank contracts to finance capital accumulation. The banks face a reserve requirement, which is the mechanism through which monetary policy actions affect the rate of growth. Faster money creation or higher reserve requirements reduce the rate of return offered in the competitive banking industry. Nonbank contracts do not face a reserve requirement but do incur a resource cost for each unit of capital financed. Households will switch from bank deposits to nonbank contracts when money growth or the reserve requirement increases, an effect we refer to as disintermediation. We can then assess how important this channel is for real seigniorage revenue.

Another way in which monetary policy might affect the quantity of real base
money is through the means of payment. We look at an economy in which the household has a choice between paying for goods with credit or with cash. Clearly, the household’s decision regarding the holding of currency or paying with credit affects the size of the tax base upon which real seigniorage revenue is generated.

By focusing on revenue maximization, we ignore welfare considerations. The baseline model has two equivalent optimal policy settings: set the reserve requirement ratio equal to zero or apply the Friedman rule so that the gross inflation rate is equal to the household’s time rate of preference. Our sense of history is that sovereign nations generally do not follow either of these two welfare-maximizing policy prescriptions. Rather than search for models in which observed policy settings are close to optimal, we look at standard models and consider the seigniorage-revenue implications of different monetary policies.

Our results can be summarized as follows. In each model economy, we focus on the quantitative magnitudes of the tensions present. Our results show that if monetary policy affects the growth rate, revenue-maximizing values for both the inflation rate and reserve ratio are less than 10%. With currency in the model, the revenue maximizing inflation rate and reserve ratio are both around 20%. Coincidentally, the revenue-maximizing reserve ratio and inflation rate is quite close to the mean values we compute from our multi-country dataset.

The paper is organized as follows. In Section 2, we describe the baseline model economy. Computational experiments are presented in Section 3. To assess the importance of the different effects, we modify the basic economy to eliminate the growth-rate effect and the capital-substitution effect in Section 4. In Section 5, we extend the model economy to include currency and the role of substituting alternative means of payments. We review the findings and suggest several extensions in Section 6.

2. The Baseline Model

In this paper, growth-rate and disintermediation effects are opposite to the "direct" effects associated with the monetary policy variables. The seigniorage tax

---

2See Chari, Christiano, and Kehoe (1996) for recent findings on the optimal monetary policy. In Mulligan and Sala-i-Martin (1996), the authors consider an alternative motive for holding fiat money—shopping-time—and derive different settings for optimal monetary policy. In this paper, we used a rationale for holding fiat money that is more like the Chari, Christiano, and Kehoe setup. Dotsey and Ireland (1996) consider welfare in an environment where using credit as a means of payment requires labor effort.
rate is positively associated with the inflation rate. The bank holds fiat money to satisfy a reserve requirement. Consequently, the seigniorage tax base, holding everything else constant, is positively related to the reserve requirement. In contrast, output growth is inversely related to both the inflation rate and the reserve requirement. Thus, the growth-rate effect translates into a tax base that increases at a slower rate. Moreover, a higher inflation rate or reserve ratio, for instance, has a one-time allocative effect, causing households to shift from acquiring capital through the bank to acquiring capital through the nonbank intermediary. Throughout this paper, we refer to changes in the means of financing as disintermediation, though strictly speaking all capital is intermediated in this model economy. The computational experiments show the change in the present value of real seigniorage revenue for different values of the inflation rate and the reserve ratio.

The economy is populated by five types of decision-makers: firms, households, banks, nonbank intermediaries, and the government. Firms rent capital from banks, producing units of the consumption good. Banks offer deposit contracts, maturing in one period, to households. The deposits are used to acquire capital or fiat money. Households receive the principal and interest from the deposit contracts and the (gross) rental payments from the capital plus any undepreciated capital to acquire consumption, capital, or deposits.

The nonbank intermediary (hereafter, nonbank) also offers one-period contracts to households. Each nonbank contract stipulates that the nonbank accepts one good from the household, promising to repay the household next period with \( R^n \) goods. The nonbank then uses these contracts to acquire capital, which is then rented to firms in a competitive market to produce the capital-consumption good. The gross return on nonbank contracts, unlike deposits, is determined by the quantity of good received by the nonbank. To this end, we assume that the nonbank faces a resource cost \( f(k^n) \), where \( k^n \) stands for the number of contracts executed with the nonbank.

The government taxes capital income and makes lump-sum transfer payments to households. The government can finance a deficit in any period by issuing one-period bonds. The bond sells for \( b_t^g \) units of the consumption good and pays off \( R_{t+1} b_{t+1}^g \) units one period later. For simplicity, we assume that government bonds and capital are perfect substitutes. Throughout the analysis, we assume that the quantity of government debt is small enough that bonds, deposits, and nonbank contracts will be held by households.
2.1. Model Specification

We assume that there are a large number of identical households who solve the following problem:

\[ \max \sum_{t=0}^{\infty} \beta^t \left( \frac{c_t^{1-\sigma} - 1}{1 - \sigma} \right) \]  

s.t. \[ c_t + b_{t+1}^n + d_{t+1} + k_{t+1}^n \leq R_t d_t + R^n_t (b_t^n + k_t^n) + G_t \]  

where \( d_{t+1} \) denotes the quantity of goods deposited with the bank at time \( t \), \( k_t^n \) denotes the stock of nonbank contracts available at time \( t \), \( R_t \) denotes the gross real return on deposits, \( R^n_t \) denotes the gross real return offered on nonbank contracts and government bonds, \( \tau_t \) denotes the tax rate on both bank-financed and nonbank-financed capital, and \( G_t \) denotes the value of the government transfer.\(^3\)

We assume the time rate of preference, \( \beta \), lies in the open unit interval. Similarly, capital depreciates at a constant rate, with \( 0 < \delta \leq 1 \). The constant elasticity of substitution parameter, \( 1/\sigma \), is strictly positive. Finally, population is constant so that there is no aggregation bias associated with treating per-capita quantities as aggregate quantities.

Equation 2.1 is a fairly standard budget constraint. The household uses proceeds from bank deposits, government bonds, and nonbank contracts for the real value of government transfer payments to acquire units of the consumption good and storage. Goods can be stored for future consumption by acquiring deposits, government bonds, or nonbank contracts. Here, we are assuming that government bonds and nonbank contracts are perfect substitutes.

Letting \( \lambda_t \) denote the Lagrangian multiplier, the consumer's first-order conditions are:

\[ \beta^t c_t^{-\sigma} - \lambda_t = 0 \]  

(2.2)

\[ \beta^{t+1} c_{t+1}^{-\sigma} - \lambda_{t+1} = 0 \]  

(2.3)

\[ \lambda_{t+1} R_{t+1} - \lambda_t = 0 \]  

(2.4)

\(^3\)Income taxes will not play a crucial role in the experiments. In equilibrium, the rate of return on deposits will depend on the income tax rate. We also conducted the quantitative analysis with \( \tau = 0 \). The results for the no-income-tax case are not materially different from those reported here and are available from the authors upon request.
where the first-order conditions, equations (2.2)-(2.6), are taken with respect to $c_1$, $c_{11}$, $d_{41}$, $b_{*1}$ (and $f_{tt}$), and $\lambda_t$, respectively. Equations (2.4) and (2.5) imply that deposits, government bonds, and nonbank contracts will offer the same rate of return in equilibrium. In addition, a transversality condition is necessary to ensure the existence of the household’s present-value budget constraint. The household’s terminal constraint is interpreted as a no-Ponzi-condition in which the household cannot borrow against the sum of future deposits, nonbank contracts, and government bonds, at a rate greater than can be repaid. Formally, the transversality condition is represented as

$$
\lambda_{t+1} R^n_{t+1} - \lambda_t = 0
$$

(2.5)

$$
R_t d_t + R^n_t (b^n_t + k^n_t) + G_t - c_t - d_{t+1} - k^n_{t+1} - b^n_{t+1} = 0
$$

(2.6)

where the first-order conditions, equations (2.2)-(2.6), are taken with respect to $c_t$, $c_{t+1}$, $d_{t+1}$, $b^n_{t+1}$ (and $k^n_{t+1}$), and $\lambda_t$, respectively. Equations (2.4) and (2.5) imply that deposits, government bonds, and nonbank contracts will offer the same rate of return in equilibrium. In addition, a transversality condition is necessary to ensure the existence of the household’s present-value budget constraint. The household’s terminal constraint is interpreted as a no-Ponzi-condition in which the household cannot borrow against the sum of future deposits, nonbank contracts, and government bonds, at a rate greater than can be repaid. Formally, the transversality condition is represented as

$$
\lim_{T \to \infty} \left[ \frac{b^n_T + k^n_T + d_T}{\prod_{s=0}^{T-1} R_s} \right] = 0
$$

(2.7)

As such, the date-$t$ budget constraint (2.1) can be combined into an infinite horizon, present value budget constraint. We now describe the environment from the perspective of the other types of decisionmakers in the model economy. Throughout our analysis, we assume that units of the consumption good can be transformed into units of capital at a one-for-one rate.

The firm rents capital from either banks or nonbanks, using it to produce the capital-consumption good. Capital is perfectly substitutable in the production process and the firm is a price-taker in the input market. The production technology is of the form

$$
Y_t = A(k_t + k^n_t)
$$

(2.8)

where $k_t$ is the stock of intermediated capital rented from banks and $k^n_t$ is the stock of capital rented from the nonbank. The laws of motion for bank-financed and nonbank-financed capital are:

$$
k_{t+1} = (1 - \delta) k_t + x_t,
$$

(2.9)

$$
k^n_{t+1} = (1 - \delta) k^n_t + x^n_t,
$$

(2.10)
where \( x_t \) and \( x^n_t \) denote the amount of investment added in time \( t \). The rental price of bank-financed and nonbank-financed capital, denoted \( q_t \) and \( q^n_t \), are determined competitively.

Because the firm rents capital from two sources at a competitively determined price, profit maximization simplifies to a series of static problems. Formally, the firm's problem is written as

\[
\max_{k_t, k^n_t} A(k_t + k^n_t) - q_t k_t - q^n_t k^n_t
\]

The first-order conditions for the firm are \( A = q = q^n \). (We drop the time subscripts since \( A \) is not dependent on time.)

Banks accept one-period deposits from the households, using the proceeds to acquire capital and fiat money. Capital is then rented to firms and fiat money is held to satisfy a reserve requirement imposed by the government. The bank maximizes profits in a perfectly competitive environment. For simplicity, we assume that the bank costlessly provides intermediary services. Because the deposits are one-period contracts, the bank's infinite-horizon program reduces to a sequence of static problems. When deposits are liquidated, the bank transforms its assets into the consumption good. Hence, each unit of capital rented to firms returns \( A + (1 - \delta) \) units of the consumption good.

Because fiat money is rate of return dominated by capital, the reserve requirement \( \gamma_t \) dictates how much fiat money the bank will hold. In short, rate-of-return dominance implies that the asset allocation constraint, \( \gamma_t p_{t-1} d_t \leq m_t \), is binding at each date \( t \), where \( m \) denotes the per-household quantity of fiat money balances. The bank's profit-maximization problem is

\[
\max_{k_t, m_t, d_t} (A + (1 - \delta)) k_t + \frac{p_{t-1} m_t}{p_t} - R_t d_t
\]

subject to the reserve-requirement constraint and a balance-sheet identity, which is represented as \( k_t + \frac{m_t}{p_t} = d_t \). Thus, the bank's first-order conditions can be represented as

\[
R_t = (1 - \gamma_t)(A + 1 - \delta) + \frac{\gamma_t}{\pi_t}
\]  

(2.11)

where \( \pi_t \equiv \frac{p_t}{p_{t-1}} \) denotes the rate of inflation. Equation (2.11) indicates that the rate of return on deposits is inversely related to the inflation rate and the reserve ratio.

Capital can also be acquired from the nonbank intermediary. We move on to the problem solved by the nonbank. The nonbank intermediary accepts goods with
the promise to pay off the contract one period later. With one-period contracts, the nonbank maximizes a series of static problems. Formally, the nonbank's date-$t$ profit maximization problem is given by

$$\max_{k_t^n} (A + 1 - \delta)k_t^n - f(k_t^n) - R_t^n k_t^n$$

(P4)

The nonbank's first-order condition is

$$R_t^n = (A + 1 - \delta) - f'(k_t^n).$$

(2.12)

As we have already noted in the household's problem, the return to nonbank contract and bank deposits will be equal in equilibrium.

In the data, both banks and nonbanks are used to finance capital accumulation. For our model economy to match this observation, there must be some wedge between the return offered on nonbank contracts and the marginal product of capital. We introduce the resource cost, denoted $f(k_t^n)$, as a way to generate an equilibrium in which both bank deposits and nonbank contracts would coexist. Without the resource-cost function, nonbank contracts would rate-of-return dominate bank deposits. We assume the resource-cost function has a positive marginal cost function; that is, $f'(\cdot) \geq 0$. Moreover, we assume that the resource-cost function is convex; that is, $f''(\cdot) \geq 0$. It is fairly straightforward to show that the arbitrage condition requires that $f''(\cdot) \geq 0$ for the model economy to exhibit disintermediation. Formally, $\frac{dk_t^n}{dy}$ and $\frac{dk_t^n}{dx}$ are nonnegative as long as the resource-cost function is convex.4

The nonbank's resource-cost function is structured so that some properties of the model economy match some observations in the actual data. For example, Goldsmith (1969) finds that the ratio of bank assets-to-GNP had an upward trend during the period 1869-1963. With $A < 1$, our model economy can account for Goldsmith's observation. There is a price for this setup. In our model economy, the ratio of investment financed through bank deposits to output is constant along the balanced-growth path. However, the ratio of investment financed through nonbank contracts to output approaches zero. Thus, all growth is financed with capital financed through the bank. This aspect of the model economy is not

4The resource cost can be interpreted as a monitoring cost incurred because the nonbank does not have access to specialized banking resources. Bernanke (1983) has cited the loss of these specialized resources as a major propagation mechanism for the Great Depression. This specification is isomorphic to one in which households pay a monitoring cost to observe the nonbank's behavior.
observed in the data. One way to get around this problem is to make all growth exogenous. Another way would be to introduce technological innovation into the nonbank sector captured as changes in $f(\cdot)$ over time. In addition, we consider stationary economies later in this paper, thereby eliminating growth as a channel through which monetary policy can affect seignorage.

Finally, the government commits to a sequence $\{G_t\}_{t=0}^{\infty}$ of transfers which are financed by a combination of taxes and seigniorage. The government’s budget constraint is

$$R_t b_t^g + G_t = \frac{m_t - m_{t-1}}{P_t} + \tau_t A[k_t + k_{t}^{n}] + b_{t+1}^g.$$ 

The government has at its disposal two tools of monetary policy: the reserve requirement and the rate of money growth. We assume that money evolves according to the policy rule: $m_t = \theta m_{t-1}$, where $\theta$ is the money growth rate. Moreover, the government’s ability to issue debt is constrained such that

$$\lim_{T \to -\infty} \left[ \frac{b_T^g}{\prod_{s=0}^{T-1} R_s} \right] = 0$$

which ensures the government’s infinite-horizon, present-value budget constraint exists.

2.2. Equilibrium and balanced-growth equations

An equilibrium in this model economy is a sequence of prices $\{p_t, q_t, q^n_t, R_t, R^n_t\}_{t=0}^{\infty}$, real allocations $\{c_t, x_t, x^n_t, k_t, k^n_t\}_{t=0}^{\infty}$, stocks of financial assets $\{m_t, d_t, b_t^g\}_{t=0}^{\infty}$, and policy variables $\{\gamma_t, \theta_t, \tau_t, G_t\}_{t=0}^{\infty}$ such that

(i) the real allocations and stocks of financial assets solve the household’s maximization problem, (P1), given prices and policy variables;
(ii) the real allocations solve the firm’s date-$t$ profit maximization problem, (P2), given prices and policy variables;
(iii) the stock of financial assets solve the bank’s date-$t$ profit maximization problem, (P3), given prices and policy variables;
(iv) the stock of financial assets solve the nonbank’s date-$t$ profit maximization problem, (P4), given prices and policy variables;
(v) the money market equilibrium condition $m_{t-1} = \gamma_t d_t p_{t-1}$ is satisfied $\forall t \geq 0;$
(vi) the goods market equilibrium condition 
\[ c_t + k_{t+1} - (1 - \delta)k_t + k^n_{t+1} - (1 - \delta)k^n_t = A(k_t + k^n_t) \] is satisfied \( \forall t \geq 0 \).

In this economy, eventually all capital will be financed through the bank. The household’s first-order conditions imply that the gross real return on deposits and nonbank contracts will be identical. Hence, \( R_t = R^n_t \). (Note that the household pays taxes on capital income. Consequently, the gross after-tax real return is 
\[ (1 - \gamma_t)[(1 - \tau_t)A + 1 - \delta] + \frac{\gamma_t}{\pi_t} \] 
This arbitrage condition is represented as

\[ (1 - \gamma_t)[(1 - \tau_t)A + 1 - \delta] + \frac{\gamma_t}{\pi_t} = [(1 - \tau_t)A + 1 - \delta] - f'(k^n_t). \] (2.13)

Now all one needs to solve for the two types of capital is an initial condition stipulating the quantity of total capital. Throughout the analysis here, we assume that the date-0 total capital stock \( k^n + k \) equals one. From (2.13), the stock of nonbank-financed capital will be constant as long as the policy variables and the total factor productivity terms are constant. With \( x^n_t = \delta k^n_t \) for all \( t \), the ratio of nonbank-financed capital to total capital approaches zero as \( t \to \infty \). With \( 0 < A < 1 \), the bank’s asset-to-output ratio will rise over time. Thus, the model economy’s prediction for intermediated capital matches with a stylized fact regarding banks’ behavior.

The consumer’s first-order conditions also imply that

\[ \frac{c_{t+1}}{c_t} = (\beta R_t)^{\frac{1}{\sigma}}. \] (2.14)

Balanced growth implies that bank-financed investment, output, deposits, government spending will grow at the same rate as consumption. With deposits growing at the same rate as consumption, the money market clearing condition implies the following relationship between money growth and inflation:

\[ \theta_t = (\beta R_t)^{\frac{1}{\sigma}} \pi_t. \] (2.15)

Therefore, we can consider the government as directly controlling the inflation rate, rather than simply the rate of money creation.

As noted in King and Rebelo (1990), the agent’s utility is finite if and only if
\[ \beta(\beta R_t)^{\frac{1}{\sigma}} < 1. \] The King-Rebelo condition holds for all experiments conducted

\[ ^5 \text{As noted in Footnote 3, income taxes do not play a crucial role. We included them mainly to keep the amount of seigniorage within a reasonable range. See Haslag (1994) for details.} \]
in this paper. For the remainder of the paper, we consider only cases where
the policy variables are constant over time. We also choose to disregard certain
portions of the parameter space. As Jones and Manuelli (1992) show, part of the
parameter space results in no growth. In our model, this implies that all capital
will be financed through the nonbank. We therefore limit ourselves to the part
of the parameter space for which the quantity of intermediated capital is strictly
positive and endogenous growth occurs.

3. Monetary Policy Experiments

In this section, we compute the present value of government revenues for various
settings of the reserve ratio and the inflation rate. Following Ireland (1994), we
begin our investigation by setting the baseline values of $G^0$, $\gamma^0$, and $\pi^0$. We then
ask whether it is possible to fund the same sequence of expenditures for different
values of $\gamma$ or $\pi$. In essence, we ask whether the growth effects and capital-
substitution effects induced by changes in monetary policy will result in revenue
sufficient to cover the revenue losses due to a lower tax base (reserve requirements)
or tax rate (inflation rate).

3.1. Calibration

To quantitatively assess this model economy, we must first select parameter val-
ues. Table 1 presents the parameter settings used in the baseline computational
experiments. Most are standard in the literature; accordingly, we reserve more de-
tailed discussion for selecting values of the model-specific parameters. The values
for the inflation rate and reserve requirement were obtained from cross-country
data. We obtained price, bank reserve, and bank deposit data for a sample of
82 countries, spanning the period 1975-94. The (gross) inflation rate and reserve
ratio presented in Table 1 are the sample averages for those 82 countries.

There is little guidance in calibrating the parameters for the nonbank con-
tracts. One useful observation is the fraction of the capital stock that could be
financed using bank deposits. Data on the stock of private capital is measured in
current dollars, using end-of-year figures. Capital is defined as the net value of
fixed private capital plus consumer durable goods. (These data are taken from
*Fixed Reproducible Tangible Wealth in the United States, 1925-89*). We use Fed-
eral Reserve's definition of M2, subtracting currency held by the nonbank public
to get an aggregate measure of deposits in the two classifications. In the model economy, the bank's balance sheet identity is \( d = m + k \). We next subtract the value of bank reserves. The result is a measure of what fraction of capital accumulation would be financed by bank deposits, provided the bank acquired capital with deposits proceeds that were not used to satisfy the reserve requirement. Flow of funds data give us observations on banks holdings of government bonds, which need to be subtracted from \( d - k \) to obtain a measure of private capital. For the period 1959-89, the fraction of bank-financed capital fluctuates around 22%.

To pin down the fraction of bank-financed capital in the model economy, we need to specify a functional form for \( f(k^n) \) and use eqn. (2.13). Above, we argued that the resource-cost function must be convex for disintermediation to occur in the event of either higher reserve ratios or higher inflation rates. Consequently, the functional form is chosen from the family of functions \( f(k^n) = B(k^n)^\omega \), where \( \omega > 1 \). We use the parameter \( B \) to help pin down the fraction of capital financed by nonbank contracts. Clearly, both \( B \) and \( \omega \) affect the equilibrium outcome. With so little to guide our selection of these two parameters, it seems essential that we consider several different combinations to determine whether a robust set of results emerges. We use four combinations \( B \) and \( \omega \) such that the model economy's fraction of bank-financed capital is roughly 22% at \( \pi = 1.04 \) and \( \gamma = 0.07 \): (i) \( B = 0.0042 \) and \( \omega = 1.5 \); (ii) \( B = 0.0031 \) and \( \omega = 5 \); (iii) \( B = 0.0053 \) and \( \omega = 10 \); (iv) \( B = 21.5 \) and \( \omega = 50 \).

### 3.2. Computational Experiments

In this paper, the computational experiments involve the present-value of the government budget constraint. Balanced growth simplifies the computations in the sense that real transfer payments grow at the same rate as output. Hence, the ratio of real government spending to output is constant.

We begin by characterizing the government's budget constraint. Consider a case in which the government is balancing its budget at each date \( t \). Thus, with \( b^g_t = 0, \forall t \), the constraint becomes

\[
G_t = \frac{m_t - m_{t-1}}{p_t} + \tau A[k_t + k^n_t].
\]  

\[ (3.1) \]

---

\[ 6 \text{After 1992, reserve requirements apply against checkable deposits but not time and savings accounts. We use M2 deposits, checkable deposits and time and savings accounts, because reserve requirements applied against both deposits types for most the sample period and across most of the sample countries.} \]
With $\alpha = G_t/K_t$ a constant,\footnote{A constant value for $G/K$ is equivalent to limiting condition that $G/Y$ is constant. We use $G/K$ and equation (3.2) because it closely parallels the derivation in Ireland (1994).} one can represent the value of government's date-t expenditures as

$$G_t = \alpha A \left\{ \beta \left[ (1 - \gamma)((1 - \tau_t)A + 1 - \delta) + \frac{\gamma}{\pi} \right] \right\}^{\frac{1}{\pi}}.$$  

(3.2)

Next, we set equations (3.1) equal to (3.2) and substitute the money supply rule, yielding

$$\left( \frac{\theta - 1}{\pi} \right)^{\gamma d_t} + \tau A[k_t + k^n_t] = \alpha A \left\{ \beta \left[ (1 - \gamma)((1 - \tau_t)A + 1 - \delta) + \frac{\gamma}{\pi} \right] \right\}^{\frac{1}{\pi}}.$$  

(3.3)

Further substitution of the bank's asset allocation constraint yields the date-t budget constraint as a function of the reserve requirement, the inflation rate, the income tax rate, and the stocks of capital financed through banks and nonbanks. Formally,

$$\left( \frac{\theta - 1}{\pi} \right)^{\gamma d_t} + \tau A[k_t + k^n_t] = \alpha A \left\{ \beta \left[ (1 - \gamma)((1 - \tau_t)A + 1 - \delta) + \frac{\gamma}{\pi} \right] \right\}^{\frac{1}{\pi}}.$$  

(3.4)

The first term on the left-hand side of (3.4) is date-t real seigniorage revenue. Summing over all dates yields the present value government budget constraint

$$PVG = \sum_{t=0}^{\infty} (R)^{-t} \left[ \left( \frac{\theta - 1}{\pi} \right)^{\gamma d_t} + \tau A(k_t + k^n_t) - G^0 \right].$$  

(3.5)

where $G^0$ is the "baseline" present value of government spending. In other words, $G^0$ represents the present value associated with monetary policy parameters set at $\gamma^0$ and $\pi^0$ and constant $\tau$. Note that $PVG$ is measured in units of the consumption good.

Now we characterize the change in the present value government budget constraint, $d(PVG)$, for a given change in monetary policy. Suppose, for example, monetary policy parameters change to new values, denoted $\pi^1$ and $\gamma^1$. The experiment asks whether the same sequence of expenditures, with the possibility of short-term debt-financing, can be financed while the present-value of government expenditures is still in balance. The present value of the government's budget...
constraint under the new parameters is computed and compared with the initial setting. The government can fund the same sequence of transfers if and only if

\[
d(PVG) = \frac{x_1 k_1^t + \tau A k_1^{n_1}}{R^1 - (\beta R^1)^{\frac{1}{\delta}}} - \frac{x_0 k_1^0 + \tau A k_1^{n_0}}{R^1 - (\beta R^0)^{\frac{1}{\delta}}} \geq 0 \tag{3.6}
\]

where \( x^0 \equiv \frac{(\eta^0 - 1) \eta^0}{(1 - \gamma^2) \eta^2} + \tau A \) and \( x^1 \equiv \frac{(\eta^1 - 1) \eta^1}{(1 - \gamma^2) \eta^2} + \tau A \). Equation (3.6) will be the basis for our computational experiments. Specifically, the experiments quantify differences in the present value of government expenditures for different settings of the monetary policy parameters. As such, the results compare two different economies with different anticipated, permanent values for the inflation rate and reserve requirement ratio.

From equation (3.6), it is straightforward to account for the multiple channels through which movements in the monetary policy variables operate on the change in the present-value of government spending. Consider, for instance, an increase in the reserve requirement. First, the term \( x \) merges movements in the seigniorage tax base and tax rate. For an increase in the reserve requirement, \( x \) increases; the higher the reserve requirement, the more fiat money the bank is forced to hold. Second, as noted from equation (2.11), an increase in the reserve requirement lowers the return on deposits. This effect manifests itself through a decrease in intermediated capital. Ultimately, the substitution from bank deposits to nonbank contracts, referred to as disintermediation reduces the seigniorage tax base. In addition, the lower return on deposits means that the economy's growth rate falls, implying a permanent decrease in the path of government expenditures. Lastly, the discount factor in the denominator of (3.6) is inversely related to the return on deposits. Hence, an increase in the reserve requirement means that the lower path of government purchases is discounted less heavily over time.

Overall, the effect of the increase in reserve requirements on the present-value of government expenditures is ambiguous. Similar ambiguities arise when one considers an increase in the inflation rate. Thus, the computational experiments quantify the effects that different monetary policy settings have on government spending. Whether the present-value of spending rises or falls in response to economies with lower (higher) inflation rates can also identify whether a dynamic Laffer curve is present for inflationary finance.

Figure 1 plots \( d(PVG) \) associated with a change in the reserve requirement ratio, starting with the initial value \( \gamma^0 = 0.173.8 \) Each cell in Figure 1 corresponds

\[8\text{We compute } d(PVG) \text{ for } \gamma \in [0.01, 0.25]. \text{ Note that as } \gamma \to 0.35, \text{ the graph is dominated by}\]
to a different setting for the nonbank's resource-cost function. The experiments take the stream of expenditures and the policy settings as given. The question is whether the present value of real seigniorage revenue increases, decreases, or stays the same when there is a permanent, anticipated change in a policy variable. What the four cases show is that the model economies are qualitatively very similar. In each case, \( d(PV G) > (\leq) 0 \) for \( \gamma < (\geq) \gamma^0 \). The most striking feature is the consistency of the plots; that is, the profile is fairly flat, dropping off for reserve ratios above 17%. Closer inspection indicates that a revenue-maximizing reserve ratio is present for each resource-cost function.

The quantitative findings mirror the economics embodied in equation (3.6). Specifically, the model's data indicate that with a lower reserve ratio, faster growth and the substitution from nonbank contracts to bank deposits combine to raise the tax base upon which seigniorage revenue is computed. Compared with the baseline policy settings, the increase in the tax base more than offsets the reduction in the tax base stemming from the lower reserve ratio in present value terms.

Generally speaking, \( \omega \) determines the speed of disintermediation; More specifically, a one-percentage-point increase in reserve ratios produces a larger decline in the fraction of date-1 capital financed via bank deposits when \( \omega = 1.5 \) than when \( \omega = 50 \). For seigniorage revenue, the different values of \( \omega \), therefore, imply that a given increase in the reserve ratio has a larger effect on the tax base when \( \omega \) is smaller. In effect, smaller values of \( \omega \) intensify disintermediation.\(^9\) Despite the large difference in the resource-cost function, there is only a smaller quantitative difference in the revenue-maximizing values of the reserve ratio. Panel A of Table 2 reports the reserve ratio that maximizes the present-value of real seigniorage revenue for each of the four resource-cost functions. In our experiments, the revenue-maximizing reserve ratio is 2% for \( \omega = 1.5 \) and 8% for \( \omega = 50 \).\(^{10}\)

---

\(^{9}\)To get a sense of the speed of disintermediation across the different cases. With \( \omega = 50 \), the fraction of date-1 capital financed via banks falls from 23.3% at \( \gamma = 0.01 \) to 17.7% at \( \gamma = 0.25 \). With \( \omega = 1.5 \), the fraction of date-1 capital financed via banks falls from 88.1% at \( \gamma = 0.01 \) to 1.6% at \( \gamma = 0.04 \).

\(^{10}\)Another implication of the equation (3.6) is that one can see that the effects of monetary policy settings are not independent of one another. Instead of using the sample mean from the cross-country dataset, we use the sample mean for the U.S. sample computed using data for the period 1959-95; that is, \( \pi = 1.042 \). We then redid the reserve-ratio experiments. The chief difference is that given a one-percentage-point increase in the reserve ratio, the decrease in the equilibrium rate of output growth is smaller when the inflation rate is lower. There is also
Figure 2 plots \(d(PVG)\) in the inflation-rate experiments. We compute the change in the present value of real seigniorage revenue for \(\pi \in [1.0, 1.40]\). As with the reserve ratio experiments, we consider four sets of parameter settings for the nonbanks’ resource-cost function. The cells in Figure 2 look similar to one another and similar to those in Figure 1. There is small quantitative difference in the revenue-maximizing inflation rates across the different resource-cost functions. Panel B of Table 2 reports the inflation rates that maximize the present value of real seigniorage revenue. Our findings indicate that a 1% inflation rate maximizes the present value of real seigniorage revenue when disintermediation is relatively fast and that 9% inflation rate maximizes the revenue measure when disintermediation is slower.

Overall, our results show that a dynamic Laffer curve is present for reasonably calibrated economies. These findings reflect the fact that higher reserve ratios and inflation rates result in slower growth rate and reduce the fraction of capital financed via bank deposits. The presence of the Laffer curve indicates that the growth-rate effects and disintermediation cause reductions in the quantity of real fiat money balances, more than offsetting the effects that higher reserve ratios and higher inflation rates have directly on real seigniorage revenue. Interestingly, the results of computational experiments suggest that the revenue-maximizing policy settings are well below the sample means taken from the cross-country data.

4. Assessing quantitative importance

In this section, we quantitatively assess the contribution of the growth-rate and capital-substitution effects. In other words, how much does the revenue-maximizing policy setting change for a case in which either endogenous growth or disintermediation is eliminated?

4.1. The growth-rate effect

In this model economy, the agent’s budget constraint is given by:

\[
c_t + d_{t+1} + b^2_{t+1} \leq R_t(d_t + b^2_0) + G_t
\]  

(4.1)

less saving since the gross rate of return on deposits (and nonbank contracts) also falls. With \(\omega = 50\), the revenue-maximizing reserve requirement is 8% when \(\pi = 1.214\), but falls to 1% for the case in which \(\pi = 1.042\).
Note that the budget constraint eliminates nonbank contracts as a means to finance future consumption. (We also assume that government bonds and bank deposits are perfect substitutes as a means to store for future consumption.) In the absence of the nonbank contracts, there is no capital-substitution effect. With this modification, the present-value expression becomes

\[ d(PVG) = \frac{x^1 k^1_i}{R^1 - (\beta R^1)^{\frac{1}{\sigma}}} - \frac{x^0 k^0_i}{R^1 - (\beta R^0)^{\frac{1}{\sigma}}} \geq 0 \] (4.2)

The question is, How does \( d(PVG) \) respond to changes in the reserve requirement or the inflation rate? Figures 3 and 4 provide quantitative answers to these questions, plotting the value of \( d(PVG) \) for different values of the reserve requirement and the inflation rate, respectively. As in previous figures, both show a \( d(PVG) \) curve that is hump-shaped. The chief difference is where the revenue-maximizing values of the reserve ratio and inflation rate occur.

In the absence of nonbank contracts, a higher reserve requirements lowers the return to bank deposits, which has two effects: the rate of growth declines and saving is less attractive. For real seigniorage revenue, deposits grow more slowly, resulting in a slower growth in the tax base. For this model economy, the present value of real seigniorage revenue is maximized when \( \gamma = 0.23 \).

Figure 4 plots \( d(PVG) \) for alternative values of the inflation rate. As with the experiments in which the reserve requirement changes, the \( d(PVG) \)-curve is hump-shaped. The qualitative reasons are the same as those given for the reserve-ratio experiments. For the inflation-rate experiments, the present value of real seigniorage revenue reaches a maximum at \( \pi = 1.34 \).

The experiments in this section offer some insight into how important disintermediation is for real seigniorage revenue. With disintermediation eliminated, the revenue-maximizing reserve ratio increases from 8% to 23% while the revenue-maximizing inflation rate increases from 9% to 34%.

The experiments in this section focus on an extremely unsophisticated economy from the standpoint of financial development. With no other means to store for future consumption than bank deposits, the results from our counterfactual experiments suggest that the revenue-maximizing policy settings would be higher than the sample means taken from across countries.
4.2. Disintermediation

Here, we assume that nonbank contracts are present, but changes in monetary policy settings do not affect the rate of growth. We assume that there is a stationary level of bank deposits and nonbank contracts. Consequently, disintermediation is present, but the growth-rate effect is eliminated. In steady-state, real seigniorage revenue is constant. For this no-growth case, comparisons are made between the steady-state values of real seigniorage revenue instead of the present-value of government receipts.

Figures 5 and 6 plot the difference in steady-state seigniorage revenue for different values of the reserve requirement and inflation rate, respectively. The steady-state value of real seigniorage revenue is computed, using the following expression:

\[ \frac{\gamma}{1 - \gamma} k \left(1 - \frac{1}{\theta}\right). \]  

(4.3)

The quantity of bank deposits, and hence \( k \), is inversely related to both the reserve ratio and inflation rate. However, \( k \) does not increase over time.

For these experiments, we use the baseline parameter settings for the reserve ratio and inflation rate. Figure 5 plots the change in real seigniorage revenues, comparing the steady-state level of real seigniorage at different reserve ratios with seigniorage raised with \( \gamma = 0.173 \). We use the four versions of the nonbank's resource-cost functions as we did in the experiments in the baseline economy. In three of the four experiments, real seigniorage revenue exhibits a hump-shaped pattern. These three experiments correspond to cases in which the nonbank's resource-cost function results in the fastest disintermediation. With \( \omega = 50 \), disintermediation is at its slowest, and higher reserve ratios result in greater real seigniorage revenue. These results are not too surprising; faster disintermediation translates roughly into measuring the speed of adjustment in bank reserves. Clearly, as bank reserves fall quickly in response to higher reserve requirements, disintermediation will tend to quantitatively dominate the higher reserve ratio. If, however, disintermediation is "too slow," bank reserves will rise despite the decline in bank deposits and real seigniorage revenue rises.

Figure 6 plots the change in real seigniorage revenue for different inflation rates. As in the experiments above, the baseline value is \( \pi = 1.214 \). In two of the four inflation-rate experiments, real seigniorage revenue exhibits the hump-shaped pattern. Interestingly, in the case in which disintermediation is occurring at the fast pace, \( \omega = 1.5 \), real seigniorage revenue is strictly increasing in the inflation
rate. In this case, the steady-state level of bank deposits is quite low at $\pi = 1.0$. Even though disintermediation occurs rapidly, recall that we assume deposits are nonnegative. Consequently, there is not enough of a change in bank deposits to offset the increase in the tax rate that corresponds to a higher inflation rate when $\omega = 1.5$. With $\omega = 5$ or $\omega = 10$, bank deposits are large enough so that at low inflation rates, disintermediation is rapid enough that the hump-shaped pattern emerges.

The purpose of this exercise is to assess the importance of the growth-rate effect on real seigniorage revenue. The computational experiments eliminate growth from the economy, not just the ability of monetary policy to influence growth. Our results suggest that eliminating growth, the revenue-maximizing policy settings are very high, except for the economies in which disintermediation is extremely (and probably implausibly) rapid.

5. Does currency matter?

Thus far, the experiments ignore the role the taxing currency could have on the revenue-maximizing inflation rate. The obvious question is whether including currency affects the quantitative results. Because currency accounts for such a large fraction of base money in many countries, there is a sense in which currency matters more than bank reserves. This section explores how currency (the tax base) responds to movements in monetary policy variables.

In general, the date-$t$ equilibrium value of real revenue earned from money creation can be expressed as follows

$$ (s_t + r_t)(1 - \frac{1}{\theta}) $$

where $s$ denotes real currency balances while $r$ denotes real reserves. Obviously, the crucial feature for revenue maximization is the way in which currency is introduced into the model.

For the seigniorage rate, what is important is the condition that the marginal rate of substitution between the cash good and the credit good equals the nominal interest rate. Following Lucas and Stokey (1983), we introduce a cash-in-advance constraint into the our basic reserve-requirement economy. Suppose, for example, the momentary utility function is

$$ (1 - \sigma)^{-1}[(c1^{-\psi} + \eta \cdot c2^{-\psi})^{-1/\psi}]^{1-\sigma}, $$

(5.2)
where \( c_1 \) is the consumption good acquired through accumulated cash (the cash good) and \( c_2 \) is acquired with current period receipts (the credit good).\(^{11}\) For this specification, \( \psi \geq -1 \) determines the rate at which households are willing to substitute the credit good for the cash good. With this utility function, the first-order condition is written as

\[
\frac{c_2}{c_1} = \eta I^{1+\psi}, \tag{5.3}
\]

where \( I = \pi R \). Equation (5.3) establishes the inverse relationship between the cash good and the inflation rate. Further, with a binding cash-in-advance constraint; that is, \( s = c_1 \). It follows immediately that real currency holdings are negatively related to the inflation rate.

Consider two special cases for setting the parameter \( \psi \). For \( \psi \to -1 \), the two consumption goods are (approaching) perfect substitutability. With an increase in the inflation rate, consumption of the cash good will approach zero. Equation (5.1) tells us that seigniorage from currency approaches zero. In contrast, with \( \psi \to \infty \), the two consumption goods are approaching perfect complementarity. Because the cash good and consumption are consumed in fixed proportions, a higher inflation rate has an imperceptible effect on the \( s \). Thus, seigniorage revenue increases in response to higher inflation.

For our purposes, the question is whether including currency significantly affects either the reserve ratio or the inflation rate that maximizes the present value of seigniorage revenue. We run the inflation-rate experiments with \( \psi = -0.7 \) and \( \psi = 5.0 \).\(^{12}\) Figures 7 and 8 plots \( d(PVG) \) for the case in which \( \psi = -0.7 \) and \( \omega = 50 \). The parameter setting may appear a bit awkward; for \( \omega = 50 \) disintermediation is at slowest setting while \( \psi = -0.7 \) sets substitution between cash and credit goods at a fairly quick pace. As such, the parameters settings seem to

---

\(^{11}\) The Federal Reserve Board commissioned two surveys on consumer expenditures. In both the 1984 and 1986 surveys, roughly 30% of consumer expenditures were conducted using currency. To calibrate the model with a cash-in-advance constraint, we use the survey data as a measure of \( c_2/c_1 \). In addition, we use the average inflation rate and reserve ratio for the U.S. over the period 1975-93. Equation (5.3) is used as the guide to back out the value of \( \eta \) that is consistent with the ratio of \( c_2/c_1 \), taking the value of \( \psi \) as given. For \( \psi = -0.7(5.0), \eta = 1.1489(142.6282) \).

\(^{12}\) In an indirect way, the substitution between the cash and credit goods captures open-economy features. The credit good can be broadly defined as goods purchased with any means other than the domestic currency. The closer the substitution is between currencies, the closer the \( \psi \) parameter will be to -1. Conversely, movements in \( \psi \) away from -1 capture the presence of foreign currency controls. The essential feature of our model economy is what happens to the quantity of real domestic currency.
have disparate consequences. The first line of defense is to say that the parameter settings considered in these paper do not materially affect the outcome in terms of changing the plots of $d(PVG)$. In an effort to save space, therefore, we make the plots with other parameter settings available upon request. Note that in the model economies, currency accounts for between 80% and 87% of the total quantity of fiat money.

In Figure 7, one sees the hump-shaped pattern in the $d(PVG)$ curve. The present value of real seigniorage revenue is maximized at a reserve ratio equal to 17%. The revenue-maximizing inflation rate is 17% for these parameter settings.\(^{13}\) It is somewhat surprising to us that for these model economies, the revenue-maximizing policy settings are very close to the sample mean values computed from the cross-country data. Thus, on average, the world sets monetary policy quite close to levels that maximize the present value of real seigniorage revenue. The model is calibrated to come close to the quantity of the tax base for real seigniorage revenue that prevails. Still, it is somewhat of a surprise that with the model’s preferences and technology, we find that the revenue-maximizing setting is so close to the world’s average policy setting.

6. Summary and conclusions

In this paper, we quantify the effect of two alternative monetary policies, the inflation rate and the reserve requirement, on the present-value of government expenditures. Revenue in our model comes from a combination of income and inflation taxes, where the inflation tax has a tax base that is directly dependent on the reserve requirement. We then look at several different model economies to assess the quantitative importance of different channels through which these monetary policies operate. Specifically, we consider three channels. One is an economy that grows endogenous and the growth rate is inversely related to the monetary policy variables. The other two are means of avoiding the inflation tax: disintermediation and credit. Disintermediation occurs because there are two means of financing. One can avoid the inflation tax by shifting funds to an account that is not subject to reserve requirements. With faster money growth, households shift into credit and out of currency, thus avoiding the inflation tax.

A dynamic Laffer curve is present in those model economies in which growth

---

\(^{13}\)For this experiment, total reserves account for approximately between 13% and 20% of base money, depending on the inflation rate. Note that total reserves are approximately 20% of the quantity of high-powered money in the U.S.
is endogenous. Hence, our monetary policy experiments are similar to the results found in Ireland (1994) for fiscal policy. In an economy with a fairly sophisticated financial system and competing methods of payment, we find that the revenue-maximizing values for the monetary policy variables are surprisingly close to cross-country sample means observed in the data. The relationship between monetary policy and the rate of growth is the determining factor in finding a Laffer curve. Indeed, we run the experiments in a stationary economy, finding that Laffer curve is evident for the part of the parameter space we consider. Though smaller quantitatively, the level of financial development bears on the revenue-maximizing monetary policy settings. If one eliminates currency from the model, the Laffer curve shifts to the left; that is, the revenue-maximizing reserve ratio and inflation rate both decline.

The specific quantitative results are as follows:
- when both the growth and financing-substitution effects are present, the revenue-maximizing reserve requirement is 8% and the revenue-maximizing inflation rate is 9%;
- for the same set of experiments, the revenue-maximizing reserve ratio and inflation rate fall to 2% and 1%, respectively in economies with extremely fast disintermediation;
- when only the growth effect is present, the settings are 23% and 34%, respectively;
- when only the financing-substitution effect is present, the revenue-maximizing settings are above the portion of the parameter space considered in this paper;
- when currency is added, the revenue-maximizing settings are around 17%.

Our main goal is to quantify the present value of real seignorage revenue across several different model economies. The economies are linked by systematically eliminating specific channels that affect the seignorage tax base. Other authors have computed revenue-maximizing inflation rates. Fry (1981), for example, finds that real seignorage revenue is maximized at with inflation rates in excess of 50% for a stationary economy in which governments have monopoly power over both currency and deposits. Our chief contribution, therefore, is that we can assess the impact of a supply-side channel and two different avoidance channels on the present value of real seignorage revenue.

We have considered only revenue as a motivating factor for monetary policy. One potential extension would be to consider revenue issues at business cycle frequencies. In such models, it may be possible to build on Auernheimer (1974). Another extension would be to focus on strategic issues between policymakers:
when the monetary and fiscal authorities do not coordinate actions, what are the revenue implications? Such questions hark back to issues of decentralized policymaking common in the 1970s—would the fiscal authority try to use the inflation tax to covertly collect revenue in a model in which both fiscal and monetary authorities operate independently? It is likely that such considerations would lead to very different conclusions than the ones reached in this paper.
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Table 1
Calibrating the model’s parameters

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>0.95</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>2</td>
</tr>
<tr>
<td>$A$</td>
<td>0.165</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.10</td>
</tr>
<tr>
<td>$\tau$</td>
<td>0.2</td>
</tr>
<tr>
<td>$\pi^0$</td>
<td>1.214</td>
</tr>
<tr>
<td>$\gamma^0$</td>
<td>0.173</td>
</tr>
</tbody>
</table>
Table 2  
Revenue-maximizing policy settings

Panel A:  
Parameter settings $\gamma_{\text{max}}$  
\[
\begin{array}{lcl}
B = 0.0042, \omega = 1.5 & 0.02 \\
B = 0.0031, \omega = 5 & 0.03 \\
B = 0.0053, \omega = 10 & 0.06 \\
B = 21.5, \omega = 50 & 0.08 \\
\end{array}
\]

Panel B:  
Parameter settings $\pi_{\text{max}}$  
\[
\begin{array}{lcl}
B = 0.0042, \omega = 1.5 & 1.03 \\
B = 0.0031, \omega = 5 & 1.01 \\
B = 0.0053, \omega = 10 & 1.06 \\
B = 21.5, \omega = 50 & 1.09 \\
\end{array}
\]
Figure 1

Reserve Requirements Experiments -- Baseline Model

\( \omega = 1.5 \) \hspace{2cm} \( \omega = 5 \) \hspace{2cm} \( \omega = 10 \) \hspace{2cm} \( \omega = 50 \)
Figure 2

Inflation Rate Experiments -- Baseline Model

\( \omega = 1.5 \)  

\( \omega = 5 \)  

\( \omega = 10 \)  

\( \omega = 50 \)
Figure 3

res ratio experiments -- k only

d(PVG) vs. res req

res req
Figure 4

infl rate experiments -- k only
Figure 5

Res Req Experiments -- No Growth Effects

\( \omega = 1.5 \)  

\( \omega = 5 \)

\( \omega = 10 \)

\( \omega = 50 \)
Figure 6

Infl Rate Experiments -- No Growth Effects

\[ \omega = 1.5 \]

\[ \omega = 5 \]

\[ \omega = 10 \]

\[ \omega = 50 \]
Figure 7

Res Req Experiments -- currency included
Figure 8

Infl Rate Experiments -- currency included
Please check the titles of the Research Papers you would like to receive:

- 9201 Are Deep Recessions Followed by Strong Recoveries? (Mark A. Wynne and Nathan S. Balke)
- 9202 The Case of the "Missing M2" (John V. Duca)
- 9203 Immigrant Links to the Home Country: Implications for Trade, Welfare and Factor Rewards (David M. Gould)
- 9204 Does Aggregate Output Have a Unit Root? (Mark A. Wynne)
- 9205 Inflation and Its Variability: A Note (Kenneth M. Emery)
- 9207 The Effects of Credit Availability, Nonbank Competition, and Tax Reform on Bank Consumer Lending (John V. Duca and Bonnie Garrett)
- 9209 Cointegration and Tests of a Classical Model of Inflation in Argentina, Bolivia, Brazil, Mexico, and Peru (Raul Anibal Feliz and John H. Welch)
- 9210 Nominal Feedback Rules for Monetary Policy: Some Comments (Evan F. Koenig)
- 9211 The Analysis of Fiscal Policy in Neoclassical Models (Mark Wynne)
- 9212 Measuring the Value of School Quality (Lori Taylor)
- 9213 Forecasting Turning Points: Is a Two-State Characterization of the Business Cycle Appropriate? (Kenneth M. Emery & Evan F. Koenig)
- 9215 An Analysis of the Impact of Two Fiscal Policies on the Behavior of a Dynamic Asset Market (Gregory W. Huffman)
- 9301 Human Capital Externalities, Trade, and Economic Growth (David Gould and Roy J. Ruffin)
- 9303 A General Two Sector Model of Endogenous Growth with Human and Physical Capital (Eric Bond, Ping Wang, and Chong K. Yip)
- 9304 The Political Economy of School Reform (S. Grosskopf, K. Hayes, L. Taylor, and W. Weber)
- 9305 Money, Output, and Income Velocity (Theodore Palivos and Ping Wang)
- 9306 Money Demand and Relative Prices During Episodes of Hyperinflation (Ellis W. Tallman and Ping Wang)
- 9307 On Quantity Theory Restrictions and the Signalling Value of the Money Multiplier (Joseph Haslag)
- 9308 The Algebra of Price Stability (Nathan S. Balke and Kenneth M. Emery)
- 9309 Does It Matter How Monetary Policy is Implemented? (Joseph H. Haslag and Scott Hein)
- 9310 Real Effects of Money and Welfare Costs of Inflation in an Endogenously Growing Economy with Transactions Costs (Ping Wang and Chong K. Yip)
- 9311 Borrowing Constraints, Household Debt, and Racial Discrimination in Loan Markets (John V. Duca and Stuart Rosenthal)
- 9312 Default Risk, Dollarization, and Currency Substitution in Mexico (William Gruben and John Welch)
- 9313 Technological Unemployment (W. Michael Cox)
- 9314 Output, Inflation, and Stabilization in a Small Open Economy: Evidence from Mexico (John H. Rogers and Ping Wang)
- 9315 Price Stabilization, Output Stabilization and Coordinated Monetary Policy Actions (Joseph H. Haslag)
- 9316 An Alternative Neo-Classical Growth Model with Closed-Form Decision Rules (Gregory W. Huffman)
- 9317 Why the Composite Index of Leading Indicators Doesn't Lead (Evan F. Koenig and Kenneth M. Emery)
- 9318 Allocative Inefficiency and Local Government: Evidence Rejecting the Tiebout Hypothesis (Lori L. Taylor)
- 9319 The Output Effects of Government Consumption: A Note (Mark A. Wynne)
- 9320 Should Bond Funds be Included in M2? (John V. Duca)
<table>
<thead>
<tr>
<th>Page</th>
<th>Title</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>9322</td>
<td>Recessions and Recoveries in Real Business Cycle Models: Do Real Business Cycle Models Generate Cyclical Behavior?</td>
<td>(Mark A. Wynne)</td>
</tr>
<tr>
<td>9323</td>
<td>Retaliation, Liberalization, and Trade Wars: The Political Economy of Nonstrategic Trade Policy</td>
<td>(David M. Gould and Graeme L. Woodbridge)</td>
</tr>
<tr>
<td>9325</td>
<td>Growth and Equity with Endogenous Human Capital: Taiwan's Economic Miracle Revisited</td>
<td>(Maw-Lin Lee, Ben-Chieh Liu, and Ping Wang)</td>
</tr>
<tr>
<td>9326</td>
<td>Clearinghouse Banks and Banknote Over-issuse</td>
<td>(Scott Freeman)</td>
</tr>
<tr>
<td>9327</td>
<td>Coal, Natural Gas and Oil Markets after World War II: What's Old, What's New?</td>
<td>(Mine K. Yücel and Shengyi Guo)</td>
</tr>
<tr>
<td>9328</td>
<td>On the Optimality of Interest-Bearing Reserves in Economies of Overlapping Generations</td>
<td>(Scott Freeman and Joseph Haslag)</td>
</tr>
<tr>
<td>9329</td>
<td>Retaliation, Liberalization, and Trade Wars: The Political Economy of Nonstrategic Trade Policy</td>
<td>(David M. Gould and Graeme L. Woodbridge) (Reprint of 9323 in error)</td>
</tr>
<tr>
<td>9330</td>
<td>The Existence of Nonoptimal Equilibria in Dynamic Stochastic Economies</td>
<td>(Jeremy Greenwood and Gregory W. Huffman)</td>
</tr>
<tr>
<td>9331</td>
<td>The Credibility and Performance of Unilateral Target Zones: A Comparison of the Mexican and Chilean Cases</td>
<td>(Raul A. Feliz and John H. Welch)</td>
</tr>
<tr>
<td>9332</td>
<td>Endogenous Growth and International Trade</td>
<td>(Roy J. Ruffin)</td>
</tr>
<tr>
<td>9333</td>
<td>Wealth Effects, Heterogeneity and Dynamic Fiscal Policy</td>
<td>(Zsolt Becsi)</td>
</tr>
<tr>
<td>9334</td>
<td>The Inefficiency of Seigniorage from Required Reserves</td>
<td>(Scott Freeman)</td>
</tr>
<tr>
<td>9335</td>
<td>Problems of Testing Fiscal Solvency in High Inflation Economies: Evidence from Argentina, Brazil, and Mexico</td>
<td>(John H. Welch)</td>
</tr>
<tr>
<td>9336</td>
<td>Income Taxes as Reciprocal Tariffs</td>
<td>(W. Michael Cox, David M. Gould, and Roy J. Ruffin)</td>
</tr>
<tr>
<td>9337</td>
<td>Assessing the Economic Cost of Unilateral Oil Conservation</td>
<td>(Stephen P.A. Brown and Hilliard G. Huntington)</td>
</tr>
<tr>
<td>9338</td>
<td>Exchange Rate Uncertainty and Economic Growth in Latin America</td>
<td>(Darryl McLeod and John H. Welch)</td>
</tr>
<tr>
<td>9339</td>
<td>Searching for a Stable M2-Demand Equation</td>
<td>(Evan F. Koenig)</td>
</tr>
<tr>
<td>9340</td>
<td>A Survey of Measurement Biases in Price Indexes</td>
<td>(Mark A. Wynne and Fiona Sigalla)</td>
</tr>
<tr>
<td>9341</td>
<td>Are Net Discount Rates Stationary?: Some Further Evidence</td>
<td>(Joseph H. Haslag, Michael Nieswiadomy, and D. J. Slottje)</td>
</tr>
<tr>
<td>9342</td>
<td>On the Fluctuations Induced by Majority Voting</td>
<td>(Gregory W. Huffman)</td>
</tr>
<tr>
<td>9401</td>
<td>Adding Bond Funds to M2 in the P-Star Model of Inflation</td>
<td>(Zsolt Becsi and John Duca)</td>
</tr>
<tr>
<td>9402</td>
<td>Capacity Utilization and the Evolution of Manufacturing Output: A Closer Look at the &quot;Bounce-Back Effect&quot;</td>
<td>(Evan F. Koenig)</td>
</tr>
<tr>
<td>9403</td>
<td>The Disappearing January Blip and Other State Employment Mysteries</td>
<td>(Frank Berger and Keith R. Phillips)</td>
</tr>
<tr>
<td>9404</td>
<td>Energy Policy: Does it Achieve its Intended Goals?</td>
<td>(Mine Yücel and Shengyi Guo)</td>
</tr>
<tr>
<td>9405</td>
<td>Protecting Social Interest in Free Invention</td>
<td>(Stephen P.A. Brown and William C. Gruben)</td>
</tr>
<tr>
<td>9406</td>
<td>The Dynamics of Recoveries</td>
<td>(Nathan S. Balke and Mark A. Wynne)</td>
</tr>
<tr>
<td>9407</td>
<td>Fiscal Policy in More General Equilibrium</td>
<td>(Jim Dolmas and Mark Wynne)</td>
</tr>
<tr>
<td>9408</td>
<td>On the Political Economy of School Deregulation</td>
<td>(Shawna Grosskopf, Kathy Hayes, Lori Taylor, and William Weber)</td>
</tr>
<tr>
<td>9409</td>
<td>The Role of Intellectual Property Rights in Economic Growth</td>
<td>(David M. Gould and William C. Gruben)</td>
</tr>
<tr>
<td>9411</td>
<td>Monetary Base Rules: The Currency Caveat</td>
<td>(R. W. Hafer, Joseph H. Haslag, and Scott E. Hein)</td>
</tr>
<tr>
<td>9412</td>
<td>The Information Content of the Paper-Bill Spread</td>
<td>(Kenneth M. Emery)</td>
</tr>
<tr>
<td>9413</td>
<td>The Role of Tax Policy in the Boom/Bust Cycle of the Texas Construction Sector</td>
<td>(D'Ann Petersen, Keith Phillips and Mine Yücel)</td>
</tr>
<tr>
<td>9414</td>
<td>The P* Model of Inflation, Revisited</td>
<td>(Evan F. Koenig)</td>
</tr>
<tr>
<td>9415</td>
<td>The Effects of Monetary Policy in a Model with Reserve Requirements</td>
<td>(Joseph H. Haslag)</td>
</tr>
<tr>
<td>9501</td>
<td>An Equilibrium Analysis of Central Bank Independence and Inflation</td>
<td>(Gregory W. Huffman)</td>
</tr>
<tr>
<td>9502</td>
<td>Inflation and Intermediation in a Model with Endogenous Growth</td>
<td>(Joseph H. Haslag)</td>
</tr>
<tr>
<td>9503</td>
<td>Country-Bashing Tariffs: Do Bilateral Trade Deficits Matter?</td>
<td>(W. Michael Cox and Roy J. Ruffin)</td>
</tr>
<tr>
<td>9504</td>
<td>Building a Regional Forecasting Model Utilizing Long-Term Relationships and Short-Term Indicators</td>
<td>(Keith R. Phillips and Chih-Ping Chang)</td>
</tr>
<tr>
<td>Page</td>
<td>Title</td>
<td>Authors</td>
</tr>
<tr>
<td>------</td>
<td>------------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>9505</td>
<td>Building Trade Barriers and Knocking Them Down: The Political Economy of Unilateral Trade Liberalizations</td>
<td>David M. Gould and Graeme L. Woodbridge</td>
</tr>
<tr>
<td>9506</td>
<td>On Competition and School Efficiency</td>
<td>Shawna Grosskopf, Kathy Hayes, Lori L. Taylor and William L. Weber</td>
</tr>
<tr>
<td>9507</td>
<td>Alternative Methods of Corporate Control in Commercial Banks</td>
<td>Stephen Prowse</td>
</tr>
<tr>
<td>9508</td>
<td>The Role of Intratemporal Adjustment Costs in a Multi-Sector Economy</td>
<td>Gregory W. Huffman and Mark A. Wynne</td>
</tr>
<tr>
<td>9509</td>
<td>Are Deep Recessions Followed By Strong Recoveries? Results for the G-7 Countries</td>
<td>Nathan S. Balke and Mark A. Wynne</td>
</tr>
<tr>
<td>9510</td>
<td>Oil Prices and Inflation</td>
<td>Stephen P.A. Brown, David B. Oppedahl and Mine K. Yücel</td>
</tr>
<tr>
<td>9511</td>
<td>A Comparison of Alternative Monetary Environments</td>
<td>Joseph H. Haslag</td>
</tr>
<tr>
<td>9512</td>
<td>Regulatory Changes and Housing Coefficients</td>
<td>John V. Duca</td>
</tr>
<tr>
<td>9513</td>
<td>The Interest Sensitivity of GDP and Accurate Reg Q Measures</td>
<td>John V. Duca</td>
</tr>
<tr>
<td>9514</td>
<td>Credit Availability, Bank Consumer Lending, and Consumer Durables</td>
<td>John V. Duca and Bonnie Garrett</td>
</tr>
<tr>
<td>9515</td>
<td>Monetary Policy, Banking, and Growth</td>
<td>Joseph H. Haslag</td>
</tr>
<tr>
<td>9516</td>
<td>The Stock Market and Monetary Policy: The Role of Macroeconomic States</td>
<td>Chih-Ping Chang and Huan Zhang</td>
</tr>
<tr>
<td>9517</td>
<td>Hyperinflation and Moral Hazard in the Appropriation of Seigniorage: An Empirical Implementation</td>
<td>Carlos E. Zarazaga</td>
</tr>
<tr>
<td>9518</td>
<td>Targeting Nominal Income: A Closer Look</td>
<td>Evan F. Koenig</td>
</tr>
<tr>
<td>9519</td>
<td>Credit and Economic Activity: Shocks or Propagation Mechanism?</td>
<td>Nathan S. Balke and Chih-Ping Chang</td>
</tr>
<tr>
<td>9601</td>
<td>The Monetary Policy Effects on Seigniorage Revenue in a Simple Growth Model</td>
<td>Joseph H. Haslag</td>
</tr>
<tr>
<td>9602</td>
<td>Regional Productivity and Efficiency in the U.S.: Effects of Business Cycles and Public Capital</td>
<td>Dale Boisso, Shawna Grosskopf and Kathy Hayes</td>
</tr>
<tr>
<td>9603</td>
<td>Inflation, Unemployment, and Duration</td>
<td>John V. Duca</td>
</tr>
<tr>
<td>9604</td>
<td>The Response of Local Governments to Reagan-Bush Fiscal Federalism</td>
<td>D. Boisso, Shawna Grosskopf and Kathy Hayes</td>
</tr>
<tr>
<td>9605</td>
<td>Endogenous Tax Determination and the Distribution of Wealth</td>
<td>Gregory W. Huffman</td>
</tr>
<tr>
<td>9606</td>
<td>An Exploration into the Effects of Dynamic Economic Stabilization</td>
<td>Jim Dolmas and Gregory W. Huffman</td>
</tr>
<tr>
<td>9607</td>
<td>Is Airline Price Dispersion the Result of Careful Planning or Competitive Forces?</td>
<td>Kathy J. Hayes and Leola B. Ross</td>
</tr>
<tr>
<td>9608</td>
<td>Some Implications of Increased Cooperation in World Oil Conservation</td>
<td>Stephen P.A. Brown and Hillard G. Huntington</td>
</tr>
<tr>
<td>9609</td>
<td>An Equilibrium Analysis of Relative Price Changes and Aggregate Inflation</td>
<td>Nathan S. Balke and Mark A. Wynne</td>
</tr>
<tr>
<td>9610</td>
<td>What’s Good for GM…? Using Auto Industry Stock Returns to Forecast Business Cycles and Test the</td>
<td>Gregory R. Duffee and Stephen Prowse</td>
</tr>
<tr>
<td>9611</td>
<td>Does the Choice of Nominal Anchor Matter?</td>
<td>David M. Gould</td>
</tr>
<tr>
<td>9612</td>
<td>The Policy Sensitivity of Industries and Regions</td>
<td>Lori L. Taylor and Mine K. Yücel</td>
</tr>
<tr>
<td>9613</td>
<td>Oil Prices and Aggregate Economic Activity: A Study of Eight OECD Countries</td>
<td>Stephen P.A. Brown, David B. Oppedahl and Mine K. Yücel</td>
</tr>
<tr>
<td>9614</td>
<td>The Effect of the Minimum Wage on Hours of Work</td>
<td>Madeline Zavodny</td>
</tr>
<tr>
<td>9615</td>
<td>Aggregate Price Adjustment: The Fischerian Alternative</td>
<td>Evan F. Koenig</td>
</tr>
<tr>
<td>9701</td>
<td>Nonlinear Dynamics and Covered Interest Rate Parity</td>
<td>Nathan S. Balke and Mark E. Wohar</td>
</tr>
<tr>
<td>9702</td>
<td>More on Optimal Denominations for Coins and Currency</td>
<td>Mark A. Wynne</td>
</tr>
<tr>
<td>9703</td>
<td>Specialization and the Effects of Transactions Costs on Equilibrium Exchange</td>
<td>James Dolmas and Joseph H. Haslag</td>
</tr>
<tr>
<td>9704</td>
<td>The Political Economy of Endogenous Taxation and Redistribution</td>
<td>Jim Dolmas and Gregory W. Huffman</td>
</tr>
<tr>
<td>9705</td>
<td>Inequality, Inflation, and Central Bank Independence</td>
<td>Jim Dolmas, Gregory W. Huffman, and Mark A. Wynne</td>
</tr>
<tr>
<td>9706</td>
<td>On The Political Economy of Immigration</td>
<td>Jim Dolmas and Gregory W. Huffman</td>
</tr>
<tr>
<td>9707</td>
<td>Business Cycles Under Monetary Union: EU and US Business Cycles Compared</td>
<td>Mark A. Wynne and Jahyeong Koo</td>
</tr>
<tr>
<td>9708</td>
<td>Allocative Inefficiency and School Competition</td>
<td>Shawna Grosskopf, Kathy Hayes, Lori L. Taylor and William L. Weber</td>
</tr>
<tr>
<td>Page</td>
<td>Title</td>
<td>Authors</td>
</tr>
<tr>
<td>------</td>
<td>----------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------</td>
</tr>
<tr>
<td>9709</td>
<td>Goods-Market Competition and Profit Sharing: A Multisector Macro Approach</td>
<td>(John V. Duca and David D. VanHoose)</td>
</tr>
<tr>
<td>9710</td>
<td>Real-Time GDP Growth Forecasts</td>
<td>(Evan F. Koenig and Sheila Dolmas)</td>
</tr>
<tr>
<td>9711</td>
<td>Quasi-Specific Factors: Worker Comparative Advantage in the Two-Sector Production Model</td>
<td>(Roy J. Ruffin)</td>
</tr>
<tr>
<td>9712</td>
<td>Decomposition of Feedback Between Time Series in a Bivariate Error-Correction Model</td>
<td>(Jahyeong Koo and Paul A. Johnson)</td>
</tr>
<tr>
<td>9713</td>
<td>Measuring Regional Cost of Living</td>
<td>(Jahyeong Koo, Keith Phillips and Fiona Sigalla)</td>
</tr>
<tr>
<td>9801</td>
<td>Revenue-Maximizing Monetary Policy</td>
<td>(Joseph H. Haslag and Eric R. Young)</td>
</tr>
</tbody>
</table>

Name:  

Organization:  

Address:  

City, State and Zip Code:  

Please add me to your mailing list to receive future Research Papers:  Yes  No
Please check the titles of the Research Papers you would like to receive:

___ 1  A Sticky-Price Manifesto (Laurence Ball and N. Gregory Mankiw)

___ 2  Sequential Markets and the Suboptimality of the Friedman Rule (Stephen D. Williamson)

___ 3  Sources of Real Exchange Rate Fluctuations: How Important Are Nominal Shocks? (Richard Clarida and Jordi Gali)

___ 4  On Leading Indicators: Getting It Straight (Mark A. Thoma and Jo Anna Gray)

___ 5  The Effects of Monetary Policy Shocks: Evidence From the Flow of Funds (Lawrence J. Christiano, Martin Eichenbaum and Charles Evans)

Name: 
Organization: 
Address: 
City, State and Zip Code: 

Please add me to your mailing list to receive future Research Papers: Yes  No