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Abstract
This paper revisits optimal monetary policy in open economies, in particular, focusing on the
noncooperative policy game under local currency pricing in a two-country dynamic
stochastic general equilibrium model. We first derive the quadratic loss functions which
noncooperative policy makers aim to minimize. Then, we show that noncooperative policy
makers face extra trade-offs regarding stabilizing the real marginal costs induced by
deviations from the law of one price under local currency pricing. As a result of the
increased number of stabilizing objectives, welfare gains from cooperation emerge even
when two countries face only technology shocks, which usually leads to equivalence between
cooperation and noncooperation. Still, gains from cooperation are not large, implying that
frictions other than nominal rigidities are necessary to strongly recommend cooperation as
an important policy framework to increase global welfare.
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1 Introduction

In a world of integrated trade in goods and assets, sovereign nations become more
and more interdependent. The prolonged recession after the Global Financial Crisis
again reminds policy makers in major economies of the depth and scope of such inter-
relations. Understanding the nature of cross-country spillovers of shocks and policy
impacts comes back to center stage in policy discussions. Should central banks co-
operate in order to internalize the possible externality from policy reactions? Is there
any gain from such cooperation? And if so, how large might it be?

The desirability of policy cooperation, namely whether there exist gains from co-
operation, has been one of the central issues in macroeconomics. The root of the dis-
cussion can be traced way back to Hume (1752), who first noticed possible policy
spillovers among countries. Since then, there have been vast studies investigating
the nature of policy games in open economies. Recently, many have studied optimal
monetary policy in open economies using the microfounded, open-economy sticky-
price models based on the so-called New Open Economy Macroeconomics (hereafter,
NOEM) initiated by Obstfeld and Rogoff (1995) and Svensson and van Wijnbergen
(1989). Contrary to the traditional studies using the Mundell-Fleming model, cor-
rect welfare can be computed with the NOEM models. Thus, comparison of different
policies becomes possible without resort to ad hoc criteria.

As will be discussed in detail in the next subsection, optimal monetary policy in
open economies has been investigated under many different settings in the NOEM,
such as under cooperation or noncooperation, producer currency pricing (hereafter,
PCP) or local currency pricing (hereafter, LCP), and with or without home bias. Con-
sequently, our understanding of how monetary policy should be conducted in an in-
terconnected world is deepened. There is, however, one last missing piece, which has
not yet been analyzed in a theoretical dynamic stochastic general equilibrium (here-
after, DSGE) model. That is, how the optimal noncooperative monetary policy under
LCP should be conducted, or whether there is any gain from cooperation under LCP.
These are the questions to which we aim to give answers in this paper.

For this purpose, we first solve the equilibrium conditions under monopolistic
competition and sticky prices in a two-country model. Also, the Ramsey (determinis-
tic) steady states under both cooperative and noncooperative regimes are computed.
In both schemes, the deterministic steady state turns out to be identical to that under
the flexible-price equilibrium.! Thus, the exact welfare comparison between cooper-
ation and noncooperation becomes possible. Then, we approximate welfare around
this deterministic steady state up to the second order. In a noncooperative regime,

In addition, this steady state is at efficient levels since the optimal sales subsidy, which is identical
regardless of cooperation and noncooperation, eliminates the steady state distortion stemming from
suboptimally low output under monopolistic competition. Early literature with the linear-quadratic
optimal monetary policy problems such as Rotemberg and Woodford (1997) or Woodford (2003) as-
sume such a subsidy to obtain the correct second-order approximated welfare. Benigno and Woodford
(2005) propose a method to compute the correct second-order welfare measure when the steady state
is distorted.



even if the steady state is efficient thanks to the optimal subsidy, linear terms can-
not be eliminated. Following Sutherland (2002), Benigno and Woodford (2005) and
Benigno and Benigno (2006), we take a second-order approximation to the structural
equations to substitute out the linear terms by only second-order terms. Correct wel-
fare metrics up to the second-order approximation are thus obtained.

Our loss functions show that noncooperative policy makers naturally aim to sta-
bilize variables whose fluctuations are to be minimized by cooperative policy makers
as analyzed in Engel (2011), including output, producer price index (hereafter, PPI)
inflation rates, import price inflation rates, and deviations from the law of one price.?
In addition, they also seek to stabilize fluctuations in the real marginal costs that firms
face when setting prices in both domestic and export markets. These additional ob-
jectives are unique to the noncooperative game and therefore the sources for potential
gains from cooperation, which are absent in the previous studies on optimal monetary
policy in open economies.?

Then, in order to clarify the nature of optimal monetary policy in open economies,
we compare impulse responses under optimal monetary policies among three cases:
(1) PCP; (2) cooperative regime and LCP; (3) noncooperative regime and LCP. Note
that in our setting with only technology shocks, optimal cooperative as well as non-
cooperative policies result in identical allocations and prices under PCP.#

Fluctuations in consumer price index (hereafter, CPI) inflation rates become smaller
under LCP than under PCP. This is because the violation of the law of one price in-
duces inefficient price dispersions within producer as well as export prices, as em-
phasized by Engel (2011). As a result, the ‘inward-looking” policy that focuses on
stabilization of PPI inflation rates is no more optimal under LCP. In addition, under
LCP, noncooperative policy makers stabilize CPI inflation rates more than cooperative
central banks do. This larger stabilization motive arises from the unique objectives in
the loss functions under noncooperation. Inability to cooperate constrains the dy-
namics toward more efficient outcomes. Reactions of domestic output to a domestic
technology shock become smaller under noncooperation. Without any frictions, the
global welfare increases when the production of the country with favorable efficiency
shocks increases. This difference in the responses of output creates room for coopera-
tive policies to improve global welfare.

We also compute the welfare gain from cooperation under LCP by solving the non-
linear Ramsey problem. Welfare gains from cooperation become largest with log util-
ity even though both countries become insular in structural equations under PCP. Still,
welfare gains computed from nonlinear Ramsey problems are not sizable with only
technology shocks. Within the reasonable range of parameter calibration, the wel-

2Note that last terms are not considered under PCP, since the law of one price holds.

3Technically, these additional objectives arise from the linear terms in the second-order approxi-
mated welfare, that are eventually substituted by second-order approximated aggregate supply condi-
tions.

*Note that our model assumes a Cobb-Douglas aggregator for domestic and foreign goods. For
the cases where cooperative and noncooperative policies produce different outcomes, see Benigno and
Benigno (2003).



fare cost stemming from the inability to cooperate can only be, at most, 0.04 per cent
in consumption units, in response to one standard deviation of technology shocks.
Corsetti (2008) remarks that in early leading studies, the quantitative assessment of
the welfare gains from cooperation is found far from sufficient to be in favor of coop-
eration, and whether it still holds in richer models is a critical research question. Our
paper finds that given only price rigidities,sizable welfare gains may not arise from
cooperation.

1.1 Literature Review

Let us first classify the previous studies on optimal monetary policy in open economies
by three dimensions.” The first dimension regards the assumption on nominal rigidi-
ties, that is, either the one-period ahead price setting or the staggered price setting a
la Calvo (1983).° In early studies using the NOEM framework, nominal rigidities are
introduced as the one-period ahead price setting. With money supply as the control
variable of monetary policy, analytical solutions can be obtained. Thus, no approxi-
mation is necessary for optimal policy analysis. With more relevance to the price set-
ting behavior and monetary policy in practice, the staggered price contract together
with nominal interest rates controlled by the central bank becomes the major assump-
tion about nominal frictions, in particular after Clarida, Gali, and Gertler (2002) in the
open-economy context.” In contrast to the one-period ahead price setting, optimal
monetary policy is analyzed in a linear-quadratic framework following Rotemberg
and Woodford (1997), Woodford (2003) and Benigno and Woodford (2005). Central
banks maximize the correctly approximated social welfare up to the second order sub-
ject to the linearly approximated structural equations. The second dimension is about
export price setting, namely PCP or LCP.® In the former, export prices fully reflect ex-
change rate fluctuations, while not at all in the latter. The third dimension is whether
monetary policy in open economies is conducted in a cooperative or noncooperative
manner.

Table 1 offers a taxonomy of previous studies on optimal monetary policy in open
economies. Regarded as the beginning of the NOEM framework for monetary pol-
icy analysis in open economies, Obstfeld and Rogoff (1995) develop a micro-founded
two-country model with PCP and a one-period in advance price setting rule to ana-

SCorsetti, Dedola, and Leduc (2010) offer a comprehensive survey of optimal monetary policy in
open economies including other aspects such as financial market imperfections.

®Rotemberg (1982) proposes a different type of price stickiness due to a staggered cost adjustment
process.

7 According to the Calvo rule, firms reset prices in a forward-looking rational expectation manner.
This raises the question of how to affect and/or manage the private sector’s rational expectation for
monetary policy practice. Related theoretical discussions include conducting monetary policy under
commitment versus under discretion, delegation problem, credibility of cooperation, targeting rules
versus instrument rules, etc.. Investigation of these issues are beyond the scope of this paper. As an
incomplete list, see, for example, Persson and Tabellini (1995), Benigno (2002), Bilbiie (2002), Jensen
(2002), Woodford (2003) and Svensson (2002, 2003, 2004).

8Corsetti and Pesenti (2005b) briefly analyze a third and less used pricing behavior: Dollar-pricing.
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lyze the dynamics of exchange rates and other variables in response to money supply
shocks. Their investigation of the (log-linearized) global welfare appraises the first-
order welfare effect of monetary expansion on raising global demand and world out-
put. It also suggests that the conventional Mundell-Fleming paradigm may overstate
the importance of the beggar-thy-neighbor effects that a currency-depreciating country
inflicts on trading partners since the induced terms-of-trade and current-account ef-
fects are only of second-order welfare importance. Corsetti and Pesenti (2001) extend
the model of Obstfeld and Rogoff (1995) to highlight the international dimension of
distortions stemming from a country’s monopoly power on its terms of trade by as-
suming different elasticities of substitution within and across goods categories.” They
keep the assumptions of PCP, one-period ahead price resetting rule and money supply
shocks but focus on national welfares. A domestic monetary expansion can be either
beggar-thy-neighbor or beggar-thyself depending on the elasticity of substitution, giving
rise to national policy makers’ incentives to manipulate the terms of trade in favor
of their own welfare. Obstfeld and Rogoff (2002) assume the one-period ahead rule
for nominal wage setting (prices for goods are flexible) and the existence of the non-
tradable sector for their examination of international cooperation under PCP. Utility
of each country is expressed in terms of covariances of logs of endogenous variables,
and monetary rules are assumed as explicit (log-linear) functions of exogenous pro-
ductivity shocks in a stochastic environment.! When nominal stickiness has little
interaction with real distortions, welfare gains from cooperation (in percentage out-
put) are relatively small.!

Devereux and Engel (2003) assume LCP and both strategic games in a two-country
model while keeping the price setting in the period-by-period basis.'> They derive
and compare optimal monetary rules (as log-linear functions of productivity and ve-
locity shocks) to examine the desirability of flexible exchange rates as advocated in
Friedman (1953). The flexible exchange rate regime is no longer optimal under LCP.
Distortions stemming from the violation of the law of one price should be corrected
by restricting the fluctuations of nominal exchange rates. Thus, optimal policy under
LCP fully stabilizes fluctuations in exchange rates in both games. Corsetti and Pe-
senti (2005a) propose a unifying approach to model the exchange rate pass-through
in which PCP and LCP are two extreme cases of the parameterization.!> No welfare
gains from cooperation are found under either complete or no exchange rate pass-
through. In general cases with partial exchange rate pass-through they argue that a
country can do better than ‘keeping one’s house in order’ but whether the gains are

For a detailed discussion on this issue, see Tille (2001).

19Productivity shocks, along with cost-push shocks, become the main sources of exogenous distur-
bances that optimal monetary policy responds to in later studies.

Note that Obstfeld and Rogoff (2002) define the cooperation gain as the gain from deviating from
flex-wage equilibrium to cooperative equilibrium. Noncooperative equilibrium lies between the flex-
wage and cooperative policy responses and thus the estimation is an upper bound on the gains from
moving from noncooperation to cooperation.

12Much empirical evidence points to the possibility of LCP, see, for example, Engel (1999), Engel and
Rogers (2001), Parsley and Wei (2001), and Atkeson and Burstein (2008).

BCorsetti and Pesenti (2005a) also offer insights from the staggered price setting.
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sizable is left for future studies with more realistic model settings.

Clarida, Gali, and Gertler (2002), Benigno and Benigno (2003, 2006) all assume
the staggered price adjustment rule a la Calvo (1983) and obtain quadratic loss func-
tions under cooperation as well as noncooperation for their respective optimal policy
analysis under PCP.14 By contrast, Clarida, Gali, and Gertler (2002) choose output as
policy variables under noncooperative regime and set the first derivative of national
utility function to zero by assuming an appropriate subsidy to eliminate the linear
terms in the second-order approximation of the utility function. As a result, Ramsey
steady states become different between cooperation and noncooperation. Benigno
and Benigno (2003) set up a ratio of the notional price over the average actual price as
noncooperative policy instruments, and obtain a zero first derivative of the national
utility function from households’ price setting condition as monopolists selling goods
to achieve the elimination of the linear terms. The quadratic loss function under non-
cooperation can be derived since price stability turns out to be optimal monetary pol-
icy. Benigno and Benigno (2006) choose PPI inflation rates for their noncooperative
games and make use of second-order approximations of some of the structural equa-
tions to substitute out those linear terms following Sutherland (2002) and Benigno
and Woodford (2005). Besides the methodological differences, these three studies also
take on different focuses on the implications of optimal policy analysis. Specifically,
Clarida, Gali, and Gertler (2002) appraise the potential gains from cooperation arising
from internalizing the terms-of-trade externalities, in the context of (inefficient) cost-
push shocks and discretionary optimal policy. Benigno and Benigno (2003) explore
the theoretical conditions under which flexible-price allocations are optimal, and co-
operative and noncooperative allocations coincide under PCP. Finally, Benigno and
Benigno (2006) show how to design simple rules for noncooperative policy makers
to achieve cooperative allocations in the linear-quadratic framework with technology
shocks, markup shocks and government spending shocks.

Engel (2011) incorporates the staggered price setting rule for optimal monetary
analysis under LCP and the cooperative regime. Home bias in consumption prefer-
ences is also assumed.!® With home bias, central banks face the trade-off between the
costs of currency misalignment and stabilization of asymmetric output fluctuations.
The derived quadratic global loss function highlights international relative price mis-
alignments stemming from the violation of the law of one price under LCP. Thus,
optimal cooperative policy under LCP should trade off these misalignments with in-
flation and output goals, and should target CPI inflation rates rather than just PPI
inflation rates. Our paper is an extension from Engel (2011) to the noncooperative
game, providing the final block of the class of the NOEM literature as summarized in

14Benigno and Benigno (2003) also assume a one-period ahead price setting rule for policies under
commitment and the Calvo rule for policies under discretion.

15Faia and Monacelli (2008) and Duarte and Obstfeld (2008) also consider different consumption
preferences for a similar purpose.



Table 1.16

Table 1: Taxonomy of optimal monetary policy in open economies

A Pricing PCP Lep
Cooperation On;izrcil()d OR (1995), OR (2002) On;pee;;c’d DE (2003), CP (2005a)
staggered ((2:(%(;),(%0];)2’0]36]3) staggered Engel (2011)
Noncooperation On;pezrcii()d CP (2001), OR (2002) On;izj()d DE (2003), CP (2005a)
staggered (55)2),(;0];)20]363) staggered This Paper (2016)

Note: OR denotes Obstfeld and Rogoff, CP denotes Corsetti and Pesenti, CGG denotes Clarida, Gali
and Gertler, BB denotes Benigno and Benigno, and DE denotes Devereux and Engel.

The rest of the paper is organized as follows. Section 2 specifies the model and
derives equilibrium conditions. Section 3 sets up optimal policy problems in both
nonlinear and linear-quadratic frameworks. Quadratic loss functions under LCP and
noncooperation are derived. Section 4 compares impulse responses under both games
and computes welfare cost stemming from noncooperation. Section 5 concludes.

2 The Model

The model is close to the one considered in Engel (2011). There are two countries
of equal size, Home and Foreign, each populated with a continuum of households
with population size normalized to unity. Agents in the two countries consume both
home goods and foreign goods but have a symmetric home bias. Households sup-
ply labor services to firms within their own country via a competitive labor market.
Households are also the owner of domestic firms. Firms maximize profits in a monop-
olistically competitive market using labor as the only input according to aggregate
technology. Governments levy a lump-sum tax on households and subsidize firms so
that the deterministic steady-state output level becomes efficient. Central banks are
benevolent and aim to maximize social welfare through either cooperation or nonco-
operation.

16For the sake of completeness of this literature review, we note that there are other studies that
also incorporate the key features of the models in the class of the NOEM. Obstfeld and Rogoff (1998,
2000) and de Paoli (2009) assume PCP in their monetary policy analysis. Bacchetta and van Wincoop
(2000), Betts and Devereux (2000) and Engel (2003) consider LCP and one-period ahead price setting.
Sutherland (2006) assumes LCP for monetary policy analysis in a small open economy.



2.1 Households

A representative household in the home country maximizes welfare:
Wity = By ) B0 [u(Cr) — v ()] (2.1)
t=to
subject to the budget constraint:
E¢ [myp1A41]) + Bioa + PiCr < Ay + (1 +4-1) By + Wiy + 1L + Ty,

fort > to, where the consumption aggregator C;, the aggregate consumption of locally
produced goods Cp ¢, and the aggregate consumption of imported goods Cr is given
by

C = Ci,Cp,% (2.2)
. L .

Cryi = /O Crue (7) sdj] , (2.3)
- L £

Cri — /0 Crr (%) edj*] , (2.4)

respectively. u (.) is the period utility function, increasing and concave in consump-
tion. v (.) is the period disutility function, increasing and convex in labor /; (mea-
sured by working hours). W; denotes the nominal wage. A;;; denotes the holdings
of the state contingent (Arrow) securities at the end of period ¢ denominated in the
domestic currency, which equates the marginal rates of substitutions of two countries
even ex post. m; ;1 denotes the price of the Arrow securities in period ¢ which gives
an unitary return in period t + 1. B; is the amount of one-period risk-free nominal
bonds held at the beginning of period t with net rate of return i;_;. I'l; represents the
dividend from the ownership of firms. T; represents the lump-sum tax levied by the
government. f is the discount factor. € denotes the elasticity of substitution among
differentiated varieties within each country. v € [0,2] determines the (symmetric)
home bias. When v is larger (smaller) than unity, consumer preference exhibits home
(foreign) bias. There is no home bias when v equals unity. Cp (j) and Cr (%) de-
note the home representative household’s consumption of the goods produced by the
home firm j and the foreign firm j*, respectively. Note that Lagrange multipliers on
the constraints in equations (2.2) to (2.4) represent CPI P;, PPI Pp;, and the import
price index Pr;. A representative household in the foreign country solves a similar
optimization problem on the welfare:

Wety =Epy ) B0 [u(CF) — o (1)) (2.5)

t=tg



2.2 Firms

Firm j in the home country sets prices in a monopolistically competitive market to
maximize the present discounted value of profits:

Ep, Y 60" omy 111 (j),
t=to

where

I (j) = (14 7) P t(j)Cri(j) + (1 + T) SePry () Cry (7)) — Wehe (j)

subject to the production function:

Yi (j) = exp (z¢) bt (), (2.6)
and the resource constraint:
Yi (j) = Cht(j) + Cry () (2.7)

St denotes the nominal exchange rate of the foreign currency in units of the home cur-
rency. T represents the government subsidy rate. Firm j produces Y; (j) of the product
by hiring h; (j) of labor service from the domestic households according to aggregate
production technology exp (z;), where z; follows an AR(1) exogenous process. Firms
set their optimal prices in a staggered manner a la Calvo (1983) rule. Each time, only
with probability 1 — 6, can they re-optimize their prices. Note that the Lagrange multi-
plier on a constraint where the production function in equation (2.6) and the resource
constraint in equation (2.7) are combined represents nominal marginal costs:

Wi
p(zt)

There is no firm specificity in marginal costs.

Regarding the export price, there are two types of price setting. Under PCP, firms
fully reflect changes in exchange rates in export prices. Thus, the law of one price
holds:

Pr(j) = StPrr(j)-

On the other hand, under LCP, firms faces the same Calvo (1983) friction even when
setting export prices. As a result, firm j reoptimizes both Py (j) and Py ,(j) in order

NMC; =
ex

to maximize profits.17
Firm j* in the foreign country solves a similar profit maximization problem.

17We do not consider interim cases as in Monacelli (2005).



2.3 Governments and Central Banks

The government in each country collects a lump sum tax from households and subsi-
dizes firms to eliminate steady state distortions stemming from monopolistic compe-
tition.'® Thus, the subsidy rate is given by

1

Tze_l.

Governments’ budget constraints are
1
T = [ [Pusi)Cas) + SePiyy()Cisy ()] ),

1 7%
T = T/o {%CFJ(] )+ PE()Cre(57) | )

Balanced budgets are always achieved for the two governments.

Benevolent central banks aim to maximize social welfare as Ramsey planners. We
consider two cases: both central banks cooperate to maximize global welfare; each
maximizes social welfare of its own country in a noncooperative game. Details of
such optimal policies will be discussed later.

2.4 Aggregate Conditions

Taking the integral of equation (2.6) over j gives the aggregate production function of
the home country:

Yt = exp (Zt) ]’lt.

Taking the integral of the resource constraint equation (2.7) over j and making use of
the Hicksian demand functions for good j by consumers in both countries gives the
aggregate resource constraint of the home country:

Yi = CrtAn + Cry Afy 4

N1 —€ ¥ (7 —€
where Ay, = 01 [pHTt(t])} dj and Ay, = fol [ngl (t] )} dj are the price dispersion

terms. (Derivation of the Hicksian demand functions is in Appendix A.) The foreign
country has an analogous production function and resource constraint.

We assume a complete assets market, and thus trades in the Arrow securities
equate the marginal rates of substitution between two countries even ex post:

w' (Crs1) P w'(Cly)  SiPf

W (C) Py W (C) SpaPfy

8There is no strategic interaction between the government and the central bank.
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With the assumption of the symmetric initial conditions of wealth, the standard risk
sharing condition is obtained as follows:

u' (Cf) = et (Ct),
where we define the real exchange rate:

_ SiPf
ey = Pt .

Note that e; is unity only when purchasing power parity (PPP) holds (i.e. identical
consumption preferences and under PCP). Otherwise it is time-varying either because
of the non-identical consumption preferences under PCP, or due to the imperfect pass-
through under LCP.

2.4.1 Gains from Price Stability
Under PCP,

! StPITI t(]) -
Al = / —_— dj = A
H,t 0 [ Stpﬁ,f ] Ht

Resource constraint and production function becomes
CH,t + C?I,t = A;thYt = Aﬁ}texp (Zt) ]’lt.

Price dispersion stemming from the staggered price contracts becomes distortionary
and works as if it were a negative technology shock. Thus, welfare can be enhanced
by achieving price stability, namely Py +(j) = P, Pry,(j) = Py, or Ay = A, = 1.
2.5 Equilibrium Conditions

The home representative household’s period utility is specified as

Cl=7 -1
e

hl—i—w
v(h) = Xlt—i—w‘

The system of equations consists of the first-order necessary conditions from solv-
ing households” as well as firms’ optimization problem together with market clear-
ing conditions. All nominal variables are detrended as follows: pp; = Pu:/P;,
Prt = Pri/ Pl pry = Pri/ Py, pry = Ppy/ P, e = P/ Py, 1 = PY/P g, s =
Pert/ Prisr, 0y, = P/ Piy 1 e = Pr/ Prioy, s, = Pi/ iy, MCr = NMCy/P,
MC; = NMC; /P, wy = W;/Py and w; = W[ /Pf. Thus the system of equilibrium
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conditions is summarized as follows:

Table 2: Equilibrium conditions

Home

Foreign

o 1
() ¢/ = PE: L.,

(i) & = w,

(iii) CH,t = %Pﬁ}tct,

(iv) Crr = (1 - %) P, 1c,

W) Phapret = (5) (1-3)'"72,

(vi) MC; = 2,

ChBrs + Ciy Dy

(vii) exp (z¢) hy =
(viii) Y; = exp (z¢) ht,

_ €1 e—1
(59 Ay = (1-6) (1 f“gﬂ)
+97T§{ItAH,t71/
. 1—0 €1 -1
(X) A%y, = (1—9)( i )

+0 (ﬂ};l,t)€ Afpi-1s

1
_ e—1 | =€
(i) Koy = Fuuy [”({1})} ,

ChtMCy
et

3t+1
+591E Hl 7TH t+1KH t+1/

(xii) Kp e =

(xiii) Fiy s = LJ’”W

€t+1
+pBOE;—¢ G’ ”Ht+1PHt+1r

: * * 1-6 N
(xiv) Ky, = Fpy, [(1”}1(;)} ’

CHtMC[
et

(xv) KHt

€
t+1et+1 * *
+POE: =, (7TH,t+1) K410

(xvi) Frp = CI*-Itth

e—1
t+1et+1 * *
+BOE:— (T[H,t+1> Fiipi1s

(xix) (Cf) ™" = BBz (Cryy) 7

h* w
(xx) z‘étj))_a = wy,
(o) Cy = (1= %) Pz CF
(xxii) Cf; = Zthlct*/

(xxiii) (p}‘{,t)lf
(xxiv) MC} =

eXP( i)’
(xxv) exp (z;) hf = CriBSpt + C§AF

(xxvi) Y} = exp (z}) I},
_ €1 ﬁ
(xxvii) Ay = (1— ) <1 i )

+O07T Ap-1,

_€_

_ w \€1] e=1
(xxvidi) Af, = (1 6) [19(@;)]
+0 (75)" A1,
1
e-1 | I-€
(xxix) Kgt = Frt [1_9({1}}’;)] ’

(XXX) Kpt = etCF 1l]\/IC>‘<

+:591Efc*t+1 1 Ke g,
(xxxi) FFt = CFtPFt

—J’_,BGEtC*Prl T[F t+1FF t+1,

1
.. 1-0(m,)" | e
(xxxii) K} , = Ff, [(1Fg) } i
b * _ * *
(xxxiii) Ky ; = e:Cp ,MC;
€
t+1 et * *
+59Etc* » (”F,tﬂ) Kppi10
(xxxiv) Fpt = e Fth,t

+IBGE t+1
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Home Foreign

. _ Ht _ PFEt
(xvii) 7T = 714 pZH, (XXXV) 7Tp} = 714 Pri T
(X ) % Phy ( ) Tr = ot Pr

viii) 71y, = 7t 5t XXXV 7T = 7T S

(oxxvii) (CF) ™7 = e C 7.

These equations together with monetary policy rules solve the rational expecta-
tions equilibrium. Equations (xi) to (xiii), (xiv) to (xvi), (xxix) to (xxxi) and (xxxii) to
(xxxiv), which are derived from firms’ profit maximization problems, represent the
new Keynesian Phillips curves for py, pj;, pr and pr, respectively. Ks and Fs are
auxiliary variables, the details of which are shown in Appendix A.

Under PCP, equations (xiv) to (xvi) and (xxix) to (xxxi) collapse to

(ocxviii) pry; = peit’t'
(Oxxix) pri = etpr

and equations (x) and (xxvii) are replaced by

(oxxx) Ay = Amy,
(ooxxi) Apy = Apy.

2.6 Log-Linearized Equations

We approximate the above structural equations around the deterministic steady state
up to the first order. Note that the deterministic steady state is efficient as monopolis-
tic distortion in production is effectively eliminated by an appropriate subsidy. Thus,
this deterministic steady state coincides with the Ramsey steady state, which will be
discussed in the following section.!” Details of the derivation of the steady state are
also shown in Appendix A. Below, the circumflex " indicates the log-deviation of a
variable from its respective steady state.

Linear approximation to equations (xi) to (xiii), (xxxii) to (xxxiv), (xxix) to (xxxi)

19 As Woodford (2003), Chapter 6 argues, this type of steady state is the one that is appropriate for
ranking alternative policies. See also Benigno and Woodford (2005) and Khan, King, and Wolman
(2003).
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and (xiv) to (xvi) leads to the New Keynesian Phillips curves:

(1-p0)(1—-0) (7

e = PEtHe1 + 5 mer — Put), (2.8)
mre = PEE 0+ = ‘BG()J( 2 (mcy — Pre) (2.9)
ey = PEitri + 59;( ‘) (mef — pre+ &), (2.10)
The = PBETT 0+ d- ﬁ@) Cnd) (e — Py — &) - (2.11)

As in the closed-economy model of Gali and Gertler (1999) or the open-economy
model under PCP of Benigno and Benigno (2006), in equations (2.8) and (2.9), PPI
inflation rates depend on the real marginal costs that producers face when setting
prices for the domestic market. Equations (2.10) and (2.11), appearing specifically in
the open-economy model under LCP, show that import price inflation rates depend
on the real marginal costs that producers face when setting prices for the importing
country’s market.?’
First-order approximation to equations (ix) to (x) and (xvii) to (xviii) results in

A A% A% N
AH’t — AH,t — AF,t — AF,t — 0.

Together with linearly approximated equations (ii) to (viii), (xx) to (xxvi), and (xxxvii),
we have

mey — Py = (a+w)yt—(1+w)zt+(z_v)2(l_‘7)(qt+ét)+2;Vd}, (2.12)
i~ phy = (@) g - 1wz + CTIIE D gy 1 20 o)
preta = o) (tw)z s CETD ey ta @
ey — Pl — 6 = (U+w)yt—(1—|—w)zt+(2_v)2(1_g)(cit+ét)—12/cft, (2.15)

where §; and 4; denote log deviations of the domestic and foreign terms of trade from
their steady states:

P
Q = 4 = PhL (2.16)

* *

StPH,t CtPH +
* *

StPh, ey,

* R 7 ’
QF = - ) (2.17)
Pr PEt
2Note that Mcf = le\:cf is the marginal cost evaluated at output price level while MC; = N I\Iflcf is

the marginal cost evaluated at consumer price level. The former is relevant to firms’ pricing decisions.
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and d; and d; denote those of the deviations from the law of one price:

S P} et
Ht_ HPHL (2.18)
Pp PH,t
. Pr Pt
D = = _— 2.19
t StPr,  epr, @15)

Dy

Equations (2.12) to (2.15) show that, in open economies, deviations from steady
state of the real marginal costs are not only proportional to deviations from steady
state of output, but also depend on relative prices. The first and the second terms are
those also included in the New Keynesian models in the closed economy. The third
and the fourth terms appear only in open economies. Specifically, the third terms
capture the interdependence: economic activities abroad affect the domestic economy
via international relative prices. The qualitative impacts depend on ¢. When o > 1
(0 < 1), positive changes in the international relative prices exert negative (positive)
impacts on the real marginal costs. When o = 1, the spillovers are zero. Note that the
transmission mechanism of such spillovers differs under PCP and LCP. Under PCP,
the real exchange rate moves in proportion to the terms of trade of the home country.
A deterioration of the terms of trade, associated with a real exchange rate deprecia-
tion, has two opposing effects: it increases the consumption through the global assets
market and therefore increases the marginal costs; it decreases the consumption due
to higher import prices and therefore decreases the marginal costs. According to the
terminologies by Clarida, Gali, and Gertler (2002) for PCP, the former is called the
risk-sharing effect while the latter is called the terms-of-trade effect. When o > 1 (0 < 1),
the latter (former) dominates or, in other words, the home and foreign goods are Edge-
worth substitutes (complements). When o = 1, the two effects are cancelled out and thus
two countries become insular. Under LCP, on the other hand, consumer prices of the
imported goods are inelastic to movements in exchange rates and thus changes in the
terms of trade do not entail the expenditure-switching effect as under PCP. Consump-
tion and the real marginal costs are less responsive to the international relative prices
represented by the third terms.?! A depreciation of the real exchange rate leads to an
improvement of the home terms of trade under LCP due to the increases in the home-
currency denominated revenues from export sales. It is deviations from the law of one
price that affect the real marginal costs under LCP, which are the fourth terms. Equa-
tions (2.12) and (2.15) illustrate that deviations from the law of one price for the home
goods increase (decrease) the real marginal costs that firms face when selling the home
goods domestically (abroad), ceteris paribus. The changes in the marginal costs in turn
lead to PPI inflation at home (import price deflation abroad), via the New Keynesian
Phillips curves in equations (2.8) and (2.11). As will be shown later, these terms are
also objectives to be minimized by noncooperative policy makers under LCP. Note
that the spillovers on the marginal costs represented by the fourth terms exist inde-

21See also Corsetti and Pesenti (2005b) for a discussion in a one-period ahead price adjustment model
under LCP and Corsetti, Dedola, and Leduc (2010) for a discussion focusing on effects of international
relative prices on consumption.
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pendently of goods’ substitutability or complementarity, that is whether ¢ is greater,
smaller or equal to 1.

Log-linearization to the aggregate resource constraints in equations (vii) and (xxv),
and the risk sharing condition in equation (xxxvii) gives

R Vo 2—v
yt—yf+§pH/t+ 2 pH,t_ o ZpF,t 2

pet = 0. (2.20)

Also, we have log exact deviations for the definitions of inflation rates in equations
(xvii), (xviii), (xxxv) and (xxxvi):

Ty = T+ P — PHi-1, (2.21)
Thy = T + Phe — PHi-1/ (2.22)
gy = T+ PEr— PEE-1, (2.23)
Try = 70 + Py — Pri—1/ (2.24)

Note that under PCD, the law of one price holds, thus

di =df =0.
Consequently,
Pt = e+ Pry

A A Ak
Prt = e+ Pry

3 Optimal Monetary Policy in Open Economies

In this section, we first set up the Ramsey problem. Optimal monetary policy under
noncooperation is derived in an open-loop Nash equilibrium. Then, we derive the
quadratic loss functions which central banks aim to minimize by the second-order
approximation to social welfare around the Ramsey steady state.

3.1 Ramsey Policy Problems

Central banks under cooperation maximize global welfare:
WW,i’() = WH,tQ + WF,tor

subject to the nonlinear equilibrium conditions in equations (i) to (xxxvii).

On the other hand, under noncooperation, the domestic central bank maximizes
equation (2.1) subject to equations (i) to (xxxvii) given {n}/t}fito, while the foreign
central bank maximizes equation (2.5) subject to equations (i) to (xxxvii) given {7y s 72, -
The equilibrium conditions of the Ramsey policy under both cooperation and nonco-
operation are shown in Appendix B. The choice of the policy variables taken as given
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in a noncooperative game is crucial in determining the equilibrium.?? We follow Be-
nigno and Benigno (2006) and choose PPI inflation rates as the policy variables for the
noncooperative game.

The aims of computing the Ramsey policy in this paper are twofold. First, we
need to obtain the Ramsey steady state around which the equilibrium conditions are
approximated. It turns out that irrespective of cooperation or noncooperation, the
Ramsey steady state is that under the flexible price equilibrium, or the equilibrium
under the constant aggregate price levels. Second, we compute the welfare cost stem-
ming from the inability to cooperate. The welfare cost is computed in the next section
in a conventional manner following Lucas (1992) in a consumption unit.

3.2 Linear-Quadratic Framework

As Appendix B shows, the characteristics of the optimal noncooperative monetary
policy under LCP is not easy to be understood from the optimality conditions from
the Ramsey policy. In this subsection, we derive the quadratic objective functions
which the central banks aim to minimize under LCP in a noncooperative game.

The domestic welfare can be approximated up to the second order as

00 B C170'_1 hl+w
Wit = By Y B f0< t1— X ) (3.1)

P o 1+w

Q

- ~ 11— 1 .
Ey, ) poCt (ét — I+ = Te2 J;“’h%) +tip+hodt,
t=tg

where C is steady-state value of C;, ti.p and h.o.t denote the terms independent of
policy and higher order term than the second order, respectively. As shown by Kim
and Kim (2003) with a simple example, existence of the linear terms in the loss func-
tions leads to spurious welfare evaluation. Thus, these must be substituted out by the
second-order terms.

In a closed economy, the log exact form of the resource constraint is given by

zt + flt = ét + AH,t.

Thus, as shown by Woodford (2003), the linear terms ¢; — /1; are replaced by the price
dispersion terms —Ap ;, which is of the second order and eventually replaced by the
quadratic term of inflation rates (see Appendix C).??

In open economies, linear terms cannot be easily substituted out as in the closed
economy. For example, under PCP with a logarithmic utility function, as shown in Fu-

22Wang (2015) examines a set of choices as policy variables including PPI inflation rates, import price
inflation rates, CPI inflation rates, outputs and nominal interest rates in a two-country model with LCP.
When nominal interest rates are chosen to be the policy variables, equilibrium indeterminacy occurs.
This repeats the findings in Blake (2012), de Fiore and Liu (2002) and Coenen et al. (2010) although they
use different models with nominal rigidities from Wang (2015).

ZNote that z; is independent of policy.
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jiwara, Kam, and Sunakawa (2015), the log exact form of the home resource constraint
is given by

zi 4+l = — P+ G+ Mgy
= 2qt+@t+AH,t-

The linear terms ¢; — /1; are now replaced by not only the price dispersion terms — Ay ;
but also the terms of trade —4; which is absent in the closed economy. Thus, each cen-
tral bank in an open economy is incentivized to strategically manipulate the terms of
trade in its favor. This indeed represents the terms-of-trade externality as analyzed in
Corsetti and Pesenti (2001), Benigno (2002) and Benigno and Benigno (2006). Suther-
land (2002), Benigno and Woodford (2005) and Benigno and Benigno (2006) substitute
out the linear terms by the quadratic terms by using the second-order approximation
to the structural equations for correct welfare evaluation. Note that under coopera-
tive regime, the sum of the linear terms of the global welfare ¢; — fi; 4 ¢ — i leads to
the cancellation of the terms-of-trade term by using the log exact form of the foreign
resource constraint:

zf + I = —24; + ¢ + A},

The terms of trade externality is internalized, by definition, under cooperation. Thus,
even with LCP, as shown by Engel (2011), social welfare under cooperation can be ap-
proximated up to the second order without resort to the second-order approximation
to the equilibrium conditions. Log-linear approximation to the resource constraints
in equations (vii) and (xxv) results in

A 1% N 2—v * 1/\ A K
ze+he = o+ 5 (—PH,t+AH,t) +T (_PH,t T f+AH,t> ’

* T % * v * A * 2—v 1A A
Zy +ht = ¢ -+ E (_pplt + AF,t) + T (_PF,t + Eet +AF,1‘) ,

where the log exact forms of the demands in equations (iii), (xxi), (iv), (xxii) and the
risk sharing condition in equation (xxxvii) are substituted. Together with the log exact
forms of equations (v) and (xxiii), we can derive
2—v

o A s
AH,t - —2 AH,t -

2—Va.
——Arq.
5 Lt

v
2

14

A 7 Ak 7 %

Afi—
Thus, central banks under cooperation aim to stabilize fluctuations in four inflation
rates: 7ty ¢ 70y 4, 7p ; and 7tpr. Appendix C shows how to transform price dispersions
into inflation rates.

Under the noncooperative regime and LCDP, linear terms for the terms of trade can-
not be eliminated. Thus, they need to be substituted out by the second-order approxi-
mation to AS equations under the assumption of commitment, resource constraints
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and price dispersions. Details are shown in Appendix C. In particular, equations
(6.118) and (6.119) in Appendix C show how linear terms can be replaced by quadratic

terms.

that the home central bank aims to minimize is then given by

— G —z)
e
0 (et (3, )
Iiid (1 n “) (rep)? + SV (1+ “) (7r )

89 0% 86 Y
o (1) s G (15) (i
t=to
+<a—1>2<2;7v><wv+1> <ﬁ_2;vqf <2—v;§1—0>ét)2
L=y (;;’“*“’) [(1+w) (9 —21) + =5~ <;aH,t+(1Tét—ﬁH,f>r
L e Y (R
_v(2-v) (;;T—i-l-i_w) [(1+w) (J; —z}) + 2;1/ (ﬁp,t - %Tét — Prs
v(2-v) (08;1—|—w+12,) [(1+W)(9t—2t)—; <ﬁ;“+lét_ﬁm
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Upon obtaining the quadratic expressions for the linear terms, the loss function




and the loss function that the foreign central bank aims to minimize is given by

Ly =Ey ) B0

t=ty

where v = w+1+(1—-0)(1—v), v

(1-6)(1—-p6)

e
V(21;V) (1—‘7+w(v_1)> (A}},ﬁr(lff—ﬁH,t)z
+1/(21;1/) <1+U+w,)(/1/—1)> (ﬁp/t—;’\t_ﬁ;,t>2
_|_€l <1 — a) (7TH,t)2+ e2—v) <1 - a) (”F,f)z
Y; ” 80 i
v (15) e+ S5 (145) (i
(0 —1)° (24—;) (wv+1) (y%— ngﬁmL (Z_V;(gl_a)éty
X 0;1 (1) (24_71/) (wv+1) (}?f— 2;1/@? B (Z—V;(Sl—a)ét)z
v(2-v) (;;TJF“F“J) [(1+w) (ﬂt—zt)+2;V <ﬁgrf+(1rAt_ﬁH’t>r
At (;;7+1+w) [(1+w) (J??‘—z?)Jrzgv <ﬁp,t—iét—ﬁ?t)r

+1/(2—1/) (c—1+w+2)

v

8y

[(1 +w) (Jr —zt) — >

ovw(2—v)+ o0+ w

1 2
( Drrt + Eét — ﬁH,t)]

(1—v)?% and &

7 . The expressions of the loss functions are simplified and more intuitive
when we set ¢ = 1. Note that as discussed in Section 2.6, the international spillovers
exist under LCP even when ¢ = 1 so imposing this restriction does not mean the
absence of gains from cooperation.

When ¢ = 1, the quadratic loss function which the domestic central bank aims to
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minimize is given by

1JFTw(At—Zt)z
%( >2+€(24g” (e, )?
e O i GO
_IEtOtZ;Oﬁt fo <1+w yt—Zt)+2;V})2 , (3.2)
+(2 4)“(<1+w)<y o) - o)
OO (1 g -y + 2 )
B (RO AR

( 1 )
g2’
2 —
+%( ;t)2+€(45 v) (”}Fit)z
U(2_8V)Q<cff>2 v(Z—VZ;(l—Q)(At)Z
., \2
L=, 5o+ (ar@ -+ 270 b, 6
t=tg
—v)Q) AN\ 2
+% ((1+W> (ﬁt—Z,{)—% t>
v(1-0)

B (“*“’) 0=+ Af)z
2

2
| -E (Ao - - )

where () = ﬁ—wjand0< O<1.

Equations (3.2) and (3.3) show that the noncooperative loss function of each policy
maker under LCP consists of nine quadratic terms. The first terms, quadratic devia-
tions from steady state of output (employment), represent the inefficient fluctuations
in output and therefore consumption stemming from markup fluctuations in the re-
alization of productivity shocks, which hinder consumption smoothing; the second
and third terms, squared inflation rates of local as well as imported products, arise
from the staggered price contracts, which create price dispersions; the fourth and
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fiftth terms are the direct consequences from the breakdown of the law of one price;
the final four terms, as explained in Section 2.6, represent inefficient fluctuations in
the real marginal costs, which leads to fluctuations in both PPI and import price infla-
tion rates. The signs associated with those terms represent the national central bank’s
incentives to simultaneously stabilize the inflation rates relevant to its own country
and destabilize those relevant to the counterpart country.

Table 3 offers comparison of the loss functions under LCP and noncooperation
to those under (1) PCP and cooperation, (2) PCP and noncooperation, and (3) LCP
and cooperation. We start the comparison given LCP (Table 3, column 2). The first
five terms in the noncooperative loss functions, in equations (3.2) and (3.3), are also
those in the cooperative loss functions. The last four terms regarding fluctuations
in the real marginal costs, representing the terms-of-trade externality, are unique to
the noncooperative policy makers. The existence of the additional terms indicates
national policy makers” additional concern for stabilization of inflation rates in both
goods categories. Under LCP, that means gains from stabilization of CPI inflation
rates.

Then, we compare column 2 to column 1. The number of objectives (trade-offs)
that policy makers aim to minimize is substantially reduced from LCP to PCP, regard-
less of the nature of strategic games. The key to understand this difference is the law
of one price, which holds only under PCP, renders (a) price dispersions within export
goods identical to those within locally produced and consumed goods; (b) d; = d} = 0
by definitions; and (c) stabilization of the real marginal costs is in line with stabiliza-
tion of output fluctuations. Therefore, the additional trade-offs regarding fluctuations
in the real marginal costs that separate the noncooperative loss functions away from
the cooperative ones under LCP no longer exist under PCP. Allocations and prices
under both games coincide under PCP.
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Table 3: Quadratic loss functions under PCP / LCP and under cooperation / nonco-

operation
PCP LCP
1+ »
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Note: we present the period loss functions in the Table. The loss function of each policy maker is the present discounted value
of the sum of current and expected future period loss functions.
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Quadratic loss functions are minimized by the central banks subject to the con-
straint relating to cross country output difference, equation (2.20), the familiar New
Keynesian Phillips curves with equations (2.12)-(2.15) substituted into equations (2.8)-
(2.11):

Ty = ﬁlEth,tHnLé{U%—w 7 — 1+w)zt+(2_1/)2(1_0)(c7t+ét)+2_vait}, (3.4)
gy = 51Et7TF,t+1+5{0'+w —(1+w)zf +W 7 % ] (3.5)
T = BB+ (@@ g - (@) +%<4?—a)+22” i, co
T = BB+ | @) g - @)z EEOED ey - 2d] @)

where 4 = fry— & — Py, Gf = &+ Piyy — Pro di = Piyy + & — Py, and df =
Prt — é — Pr;, as well as the relations between inflation rates and relative prices from
detrending the system, equations (2.21)-(2.24), and definitions of aggregate price in-
dexes:

2

PHt + PFt =0, (3.8)

2 v
5Pt zppt =0. (39)

Under noncooperation, the domestic central bank minimizes (3.2) subject to equations
(2.20), (2.21)-(2.24), (3.4)~(3.7), and (3.8)-(3.9), given foreign PPI inflation rates {7}, }
for all t > ty. Similarly, the foreign central bank minimizes (3.3) subject to equations
(2.20), (2.21)-(2.24), (3.4)-(3.7), and (3.8)-(3.9), given domestic PPI inflation rates {7t + }
forall t > ty. Each central bank conducts optimal commitment policy from the timeless
perspective as in Woodford (2003).

4 Results

In this section, we first draw impulse responses of the two countries to a positive
technology shock to the home country. The dynamics are obtained under the optimal
monetary policy in Section 3.2. We consider cooperative and noncooperative games
under both PCP and LCP. As discussed in previous section, cooperative and nonco-
operative allocations and prices coincide under PCP. We then compute welfare gains
from cooperation using the Ramsey policy problem presented in Section 3.1.

4.1 Impulse Responses

The baseline parameters are calibrated as in Table 4. , x and the probability of not
being able to reset prices 6 are set at the conventional values. v is set at 1.5 as in
Engel (2011) which means that households put 3/4 of the weight on consumption
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of domestic goods in utility. ¢ usually takes the range from 1 to 5. We set it to 1,
consistent with our derivation of simplified loss functions in previous section. The
elasticity of substitution among different varieties within goods category is set at 7.66.
Empirical data show that the range of the inverse of the Frisch elasticity 1/w is 0.05-
0.3 so we set w at 4.71 in the range. Note that Engel (2011) assumes a linear disutility
of labor, w = 0, which later we will show to be a special case in which welfare gains
from cooperation are zero. In addition, the log-technology follows an AR(1) stochastic
process with serial correlation p set at 0.856 and standard deviation at 0.0064.%*

Table 4: Parameter values (Baseline)

Parameter Value Description

B 0.99  Subjective discount factor
0 0.75 Probability of a firm not being chosen to reset its prices at each
) period
. 7 66 Elasticity of substitution among different products within goods
category
y 15 Weight that households put on consumption of domestic goods
' in utility (v/2)
- 1 Inverse of the intertemporal elasticity of substitution of
consumption
X 1 Coefficient associated with disutility of labor
w 471  Inverse of the Frisch elasticity

Figure 1 depicts the impulse responses under PCP and under LCP to one stan-
dard deviation of a positive technology shock to the home country (we scale up the
impulse responses by 100 so the dynamics in Figure 1 are measured in per cent). In
response to technology improvement shocks, optimal policy is always expansionary
in the country experiencing such shocks and contractionary in the country without
shocks. Specific to results in Figure 1, it means a (nominal and) real exchange rate
depreciation for the home country.

Under PCP, optimal policy brings in efficient responses of output and fully sta-
bilizes PPI inflation rates, in response to efficient shocks. A one standard deviation
of the home technology shocks leads to an increase of home output by 0.64 per cent.
With the efficient responses of output, optimal policy is able to fully stabilize PPI in-
flation rates of the two countries. Imported goods prices then fluctuate with exchange
rates and changes in CPI inflation rates reflect changes in import price inflation rates
proportionately (the proportion is equal to the weight of imported goods in the con-
sumption basket, i.e. 25%). The home terms of trade weakens with the real deprecia-
tion. Foreign output stays unchanged when ¢ = 1 because there are no spillovers.

Under LCP and cooperation, optimal policy trades off output responses with sta-
bilization of CPI inflation rates. Specifically, a one standard deviation of the home

24For the range of o, see Benigno and Benigno (2006), for the range of w, see Erceg, Gust, and Lopez-
Salido (2007), and for technology calibration, see Schmitt-Grohé and Uribe (2007).
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productivity improvement shock now leads to an increase of home output by less
than 0.64 per cent, which translates into a fall in PPI inflation rates of the home coun-
try. The real exchange rate depreciation under LCP leads to an improvement of the
home terms of trade, raising the real purchasing power of the home country at any
given price level. Thus demand for both goods rises and foreign output increases to
meet the higher demand. CPI inflation rates of both countries are stabilized to a much
larger extent by optimal policy under LCP than under PCP.

Under LCP and noncooperation, optimal policy seeks to stabilize CPI inflation
rates more so than it does under cooperation, as demonstrated by the additional terms
in the noncooperative loss functions in Section 3.2. As a trade-off, home output in-
creases less than it does under cooperation and home PPI inflation rates fall further.
Optimal policy is less expansionary in the home country and thus the real exchange
rate depreciates less under noncooperation than under cooperation. The home terms
of trade deteriorates and the foreign terms of trade improves, compared to their re-
spective cooperative positions. Given any price level, foreign consumers” demand for
the foreign goods increases and foreign output rises further accordingly.
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Figure 1: Impulse responses under PCP and LCP to a positive technology shock to the
home country by one S.D.
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4.2 Welfare Cost

The welfare cost from noncooperation is measured in consumption units by Lucas
(1992). Specifically, the welfare cost measures the proportion of aggregate consump-
tion that a representative household has to give up so that it is as well-off under the
cooperative regime as under the noncooperative regime. Denote ‘c’ and ‘n” as super-
script for the cooperative game and noncooperative game, respectively. Following
Schmitt-Grohé and Uribe (2007), denote A° as the welfare cost from noncooperation
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for the home representative household and we have

Wi = Biy 3 B0 (1 - A) CE) — o (15)].

t=tg

Wheno =1,
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thus A€ is given by
A =1—exp (1—B) (Wi, — Wi, )
where Wy, and W, -are the present discounted value of the lifetime utility of the

home representative household under cooperation and noncooperation, respectively,
as defined in equation (2.1). When o # 1,

< (=A)e ™ (hf)”“’) ,

er_ll,fo = IEtO Z ﬁt_to

{=t 1—0 1+w
thus A€ is given by
1
e =1 Wk HHR
c; /
where €5, = Eq, 12, B0 G and HE = By, 152, B ox " are th t
tg — ‘o Lut=ty 1—0o tp — ‘"o tzto,B X 1w are the presen

discounted value of the home representative household” lifetime stream of consump-
tion and working hours under cooperative policy, respectively, and W, , is the present
discounted value of the lifetime utility of the home representative household under
noncooperative policy.

We apply the perturbation method to the nonlinear model in Section 3.1 to com-
pute W, and Wﬁ/tO.ZS Figure 2 depicts the welfare cost from noncooperation of the
home country, the foreign country and the world economy as functions of v and ¢ for
0<v<2andco =1,3,5when w = 4.71. Figure 3 depicts the three-dimension figures
of the welfare cost from noncooperation as functions of v and ¢ for 0 < v < 2 and
1 <o <5when w = 4.71. The remaining parameters are calibrated as in Table 4.

In the baseline parameterization as shown by the line of o = 1 in Figure 2, the
estimated mean welfare cost from noncooperation is A = 0.037% in response to a
positive home technology shock of one standard deviation. It means that the home
households under the cooperative optimal policy have to give up 0.037 per cent of

ZWe develop our code in Dynare and execute it in MATLAB. Code is available upon request.
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their consumption to be as well-off as under the noncooperative regime. Figures 3
shows that in general there exist nonzero gains from cooperation under LCP. The
welfare gains from cooperation are largest under ¢ = 1 even though two countries
are insular in structural equations under PCP. Overall, the size of the gain is relatively
small, though not negligible. These results imply that in order to have a large welfare
gain from cooperation, frictions other than nominal rigidities or other shocks must be
considered.

There are two special cases in which gains from cooperation under LCP become
zero: 1) consumption preferences exhibit no home bias, v = 1 and closed economy,
v = 0 or 2; and 2) disutility of labor becomes linear, i.e. w = 0. The former makes the
two countries identical in every aspect or reduce to closed economies. In particular,
when there is no home bias, as mentioned in Engel (2011), there exists no trade-off
between eliminating distortions from the breakdown of the law of one price and the
inefficient output fluctuations. The latter eliminates the costs stemming from fluctu-
ating labor and therefore output, which are the sources of the deviations from the law
of one price as a determinant of the real marginal costs.
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Figure 2: Welfare costs from noncooperation as functions of v under ¢ = 1,3,5, in
percentage
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Figure 3: Welfare costs from noncooperation as functions of v and ¢ in three-
dimension, in percentage

Welfare cost from noncooperation in Home country, w = 4.71, in percentage




5 Conclusion

This paper finds that there exist gains from cooperation with optimal monetary policy
under LCP in response to technology shocks. A two-country DSGE model is devel-
oped in the paper and a linear-quadratic approach is adopted to obtain the quadratic
loss functions of noncooperative policy makers. The paper shows that noncooperative
policy makers under LCP face extra trade-offs regarding stabilizing the real marginal
costs induced by deviations from the law of one price. Optimal monetary policy seeks
to stabilize CPI inflation rates more so than it does under cooperation. Also, our study
suggests that as long as nominal rigidities are the sole distortions in the economy,
gains from cooperation are not sizable.

This paper follows Engel (2011) in the optimal monetary policy analysis. One of
the strong assumptions of the model is a complete assets market. Corsetti, Dedola,
and Leduc (2010) review the development in the NOEM literature and point out that
a complete assets market is a highly restrictive assumption which prohibits investiga-
tions of inefficiencies other than nominal rigidities. Given the findings in this paper,
it would be interesting to investigate the welfare implication of optimal monetary
policy under LCP and the incomplete assets market.
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6 Appendix

Appendix A. Structural equations

A.1 Structural Equations of Private Agents

In this section we show the derivation of the first-order conditions listed in Table
2 in the text. First, equations (i)-(ii), (xix)-(xx) are derived from the representative
household’s optimization problem with respect to consumption, labor and nominal
bond holdings in the home and foreign country, respectively. Next, equations (iii)-(iv),
(xxi)-(xxii) are from cost minimization problem of the two representative households.
The home representative household, for example, chooses Cp ; and Cr; to minimize

Py Cht + PrCr

subject to the aggregate consumption

Ci=C Cr, o, (6.1)
taking as given the price indexes Py and Pr;. The first-order conditions give (iii)-
(iv). Similarly the foreign consumers’ cost minimization problem gives (xxi)-(xxii).
Substituting the Hicksian demand functions (iii)-(iv) into equation (6.1) gives price
index equation (v). Analogously, substitution of the foreign Hicksian demand func-
tions into foreign consumption aggregator C; gives (xxiii). Equations (vi)-(viii) for the
home country and (xxiv)-(xxvi) for the foreign country are derived in the text.

Next, we derive firms’ price optimizing conditions under LCP. Specifically, home
firm j takes into account the probability that it will not get to reset prices consecutively
for certain periods of time and chooses Py 4, (j) and Pj;, (j) to maximize its present
discounted value of profits

By Y, 0" 0migt {(1+7) Pty (j)Crre () + (14 T) SePiy (7) Chi s (7) — Wihe (j) }
t=tg

subject to the demand functions

and the resource constraint

Yi (j) = exp (2¢) e = Chit () + Cy (/)
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taking as given the aggregate price indexes Pp, Pf;; and consumption levels Cp s,
Cj 4~ Since all the domestic firms face the same optimizing problem, they eventually

set the same price for the same market. Denote the optimal price as Py s, and Pj; by
The first-order conditions with respect to PH,tO = PH,tO (j) are given by

0 — - Py, €
(P:H,to') = € Ety Yi=t, (BO) ™ C; 7 Cri i MC:y ( PP:?)
P S (e—1 (147 o _ Pryg \ 1€
Hito ( ) ( ) By Y52y, (BO) = 0C, 7 Critp s ( Pi;?)

In addition, the price index Py ;, evolves according to
l-e _ gpl— 51—
Py =0Pg,c 1+ (1—0)Py .,

that is

1
PH,to _ 1-0 (7-(H,fo)€_1 v
PH,to 1-06 !

PH,tO

where we define 71py 4, = P
A0~

.. . . P .
Combining the above two equations regarding % and define

BN

(o] _ B P —€
Kp, = By, Y (BO)'0C, 7Ch MGy < PH't(’)
t=to Ht

o0 - - PH 1—e
Fry, = Ey, Z (ﬁ@)t tOCt "CHtPH (P 't0>
t=to H,t

and we obtain equation (xi) in Table 2. Write Ky s, and Fy, for any t > tp in a
recursive way and we have equations (xii)-(xiii). Note that we have imposed the

subsidy condition (6_1)% = 1in the text.

The first-order conditions with respect to P} by = Py, i U ) are given by

P\ €
- 00 t—to~—0 % “Hty
p;thO _ € [y, Zt:to(59) °C CH,tMCt (Pﬁ,?)
(e—1)

P;I,to (1+7)

1—e
e P,
El K32, (006 ey (2
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and the evolution of Py, , is given by

5 . e—17 1T=¢
* J—
PH,to _ 1-0 (T[H't0>

Pj'_}/to 1-0

Define Kj; , and Fy;, in an analogous way and combine the two above equations,
and we obtain equation (xiv). Equations (xv) and (xvi) are the recursive expressions
of Kl*{,to and Fﬁ,to for any t > ty. Repeat the proceeding process for foreign firm j*’s
optimization problem and we have equations (xxix)-(xxxiv).

Next, equations regarding price dispersions, (ix)-(x) and (xxvii)-(xxviii) are de-
rived as follows: Take, for example, the definition of price dispersion within home
goods sold in the domestic market,

1 P N\ —€ '
AH,t :/ |: I;,t(]):| d]
0 H,t

By the law of large number, it can be written as
0 . € 1 A —€
P . P .
Ai — / H,t-1(7) dj +/ {ﬂ} dj
0 Pt o LPH:

1 —€ '
Pt Prea(j) ]
0 Py Py J

-0, ] )
0o LPH:

\

Py 1\ € [Py 1(i p
_ 9( H t 1) / H.t 1(])} di+(1 [i}
P 0 L Pt p
Py_1 1-e
Py 1\ € P
— 6( H,t 1) AH,t_1+(1_0) ( H,t >
Py

In the last step we make use of the definition for period ¢t — 1 and the price evolution
process of Pp; as shown above. The remaining three price dispersion equations can
be derived similarly.

Finally, equations (xvii)-(xviii) and (xxxv)-(xxxvi) are from the detrending defini-
tions. Equation (xxxvii) is the risk sharing condition from the assumption of complete
assets market in the text.

A.2 Deterministic Steady State

In this section we derive the deterministic steady-state values of endogenous variables
in Table 2. At this steady state, log-technology is at its zero mean, that is z = 0. Prices
are stable, thatis Ay = A, = A=Al =L n=n"=nyg=mny =nf=np =1,
Ky = Fy; Kf = Ff; K}, = Ff;; Kp = Fr. Given these relations, the steady-state system
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in Table 2 can be solved as follows:

PH=Pr=pg=pr=MC=MC"=w=w"=k

e=1
1
i=i"f==—1
p
C*=C
* * V
Ki— P —Kp=Fpe —2—V ¢

C=Ci =5k 'C

Ci, =Cp= (1—%)k—1c
Y=h=Y"=h"=k"IC,

where steady-state aggregate consumption C is given by

14wy 1/ (w+o)
- (£)
X

andk= (5)2(1-1%) 72 Note that the steady-state equations equating the real wage
to marginal rate of substitution between consumption and leisure, and the steady-
state equation regarding the resource constraint are given as

thca —
h=k1C.

They are useful for the second-order approximation to the utility functions that we
will show later.
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Appendix B. Ramsey Policy

In this section, we first set up the Ramsey problem for the cooperative global policy
maker and derive the necessary optimality conditions. We then solve for the deter-
ministic steady state of this system. We repeat the proceeding process for the nonco-
operative policy makers.

The structural equations describing decentralized decisions of private agents and
aggregate equilibrium conditions are given as follows (they are listed in Table 2 in the

textand k = (£)Z (1 — £)'72 in the following e uations):
2 2 & ¢€q

C; “wy — xhy =0 (6.2)
1+ ) _

E:(—C %) —-C77=0 6.3
PIE: ( M1 1 ! (6.3)
v o1
>PriCr = Crp =0 (6-4)

vy _
(1-3) PriCi—Cri=0 (6.5)
11—k (pu)? (pe) ™* =0 (6.6)
(Cf) Twi — x ()" =0 (6.7)
14+i . L
PE; —(Cha) ) () =0 (6.8)
T
1-Dyprter—cy, =0 (6.9)
5 Pt “t Ht = .
v *—1 ~% *
5PEs G —Cpy =0 (6.10)
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L=k (pi) " (p1)"2 = 0

Ci % —(Cf) 7 =0

wt

— — —MC;=0
exp (z:)

CrtDut+ CrpApy — exp (z¢) by = 0

exp (ze) hy — Yy =0

1—0 () |

(1—9)[ Y

1
1 _ 0 e—1 ]| T1=¢
Fp [ (70h1) ] —Kp: =0

CHtpH Cilem o
—Fyyy + PR o, ctj; 2 i1 F e =0
t

CH MCt C. €11
—Kpp s + ;—t + :BQIEtt_j;te_—:n%,t 1K1 =0
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(6.11)

(6.12)

(6.13)

(6.14)

(6.15)

(6.16)

(6.17)

(6.18)

(6.19)

(6.20)



C;q€t+1 * e—1 I_"* — 0
—Ff + Chp P + 59Etﬁ (7 r11) Ht+1

C}E[’;}Mct n Ct_fletﬂ( *

€ 1%
K =0
—Kj; + t pOE .7 7TH,t+1) Ht+1
Wi Mcp =0
exp (z)

CriArp; + C;,tA}k:,t — exp (Z;k) ]’lz< =0
exp (z; ) hi =Y/ =0

e—1
(1-0) [1 —olme)
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(6.22)

(6.23)

(6.24)

(6.25)

(6.26)

(6.27)

(6.28)
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(Cta) e -1
—Ff 1+ eCr it + POB - (75,1) T Figpq =0
(Ct) €r+1
(Cra) Ter, \
—KF ; + e;Cp ;MC} + BOTE; (jt—i——(T (7F 1) Kfpg =0
( t) €r41

1
1 _ 9 T e—1 1—-€
Fp; [ 1(_Fét) ] — K =0

—Frt + Cripry + BOE ————

(ﬁ)
) 7o

t e—1 _
( C* F’t+1FF,t+1 =0
t

_KF,t + eth,tMC;k + ‘BQIE ( —; 27 7TF,t+1KF,t+1 =0

t
(Cf +1

PEt
PFt—1

B.1 Cooperation

A global policy maker maximizes welfare of both countries

o0
Wi 1, = Eg, Z pi—to
=t
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(6.32)

(6.33)
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(6.35)

(6.36)
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with respect to 39 endogenous variables {i, iy, Ct, C;, Crt, Cry, Iin,t' F p by, Y, T,
Tt TUH b T TRt TOp s PHE PEE PR PEg Wi Wi, e, MG, MCE, Yy, Y, Apy, Afyy,
Art, A% Kt Frg Kiy o Fiy 1 Keg, Frp, Kiy, FE ) forall t > tg, subject to the above 37
structural constraints e’quatilons (6.2) ~ (6.38) associated with Lagrangian multipliers
A1t ~ Agz; in sequence.

The 39 first-order conditions for all ¢+ > ¢ty are as follows (we use an itemized list to
keep track of the endogenous variable with respect to which the particular first-order
condition is derived).

L] it :
C*O’
/\Z,t,B]Et t+1 0
TTt4+1
that is
Ay =0 (6.39)
° if:
C* (7
/\7tlBlEt =0
t+1
that is
A7p =0 (6.40)
o C;:

_ P v _ 1% _ o
C 7+ Ay (—0)C 7 g +)‘3/f§pH,lt + Ag (1 - E)PF} + M1 (—0)C 7 ey

Ct+01 €1 Ct_‘f_1 e o q
+A18,1BOCE; ol Ht+1FHt+1+A18t 10(—0)——— 7ty Frye

Ct o+1 Ct—l er_1
C.% e C e
Ao, BO0TE; —L L e K Ag,-10 — 7% K
+A19,4B tCt o1 g T 1Ku 41 + A19-10(—0) Co e TCH 8 H t
Cia e el c 7! 8t w1
+A21,t,3901EtCt_0+1 o T Frrea + A21e— 10(—0) C ers Tre Frig
C- o eri1 C—U—l e i
+A20 BOCIE; t;“il L T r1Ki 1 + A22-10(—0) tfg t HiKpy = 0
Cy Ct G e
(6.41)
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o C:

*— —o— 4 _ vV o Co—
Ci 7+ Aep(—0)C 7 1w?‘|‘/\8,t(1—E)Pfi,tl‘*'/\%ip?,tl—/\11,t(—0')cf ot

C;k—plaet * e—1 Ct*_g_l €r—1 x V€1 %
FA294BOCE —— T (1) Fippr — A9p100———— (7T5)"  Fry
G €41 C{ e
C . et Ci—7 e
t41 -1
+A30,4BO0E; ———— (7151)  Kf g1 — Asos—160 é*,(, — (75,) " Kg
G €1 i1 6t
C*—aet B C*—a—l e B
+ A3 PO (g4 41) " Frpa1 — Asppo100—5—— "2 (7p)* ! Fy
C; 1 C1 e
Cile Cr 7 le,
+/\33,t[39t71Etc*f%116 (7te41)" Kpp1 — /\33,t—19(7ﬁte—1 (tee) Kpy = 0
t t+1 t—1 t
(6.42)
L] CH,t :
—Agp 4+ M3+ Msprse; b+ Ao MCre; T =0 (6.43)
° CI#iI,t .
—Agt 4+ M3 By 4 Aa1 Py + Ao sMCrep !t =0 (6.44)
o CF,t
—Agp 4+ ApapAps + Az pprs + A3z MCiep = 0 (6.45)
* C?‘,t
—Ag s+ )‘24,tAT—“,t + Azg/tp}k:,tet + Az0tMCfe; =0 (6.46)
L] ht :
—xhy — Allthh;"_l — Azrexp (z¢) + Aqaexp (ze) =0 (6.47)
o I}
—Xh;kw — )\6,tw)(h;‘“’_1 — /\24,texp (Z;k) + A25,texp (Z;k) =0 (6.48)
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H, PE
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C etlez
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+/\29,tC1>§,tp1>§,t + AgoltC;/tMC;k + )L33,15C1:,t]\/1(:£k
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2 +A -t~ m¢-lF
Ct 6% Ht+1 H,t+1 18,t—1 Ct_l er 1 H,;t TH,t
C.%e C7 1
—A19,+BOE; Ct+; thrl Ty 1 Ke i1 + Ao 19C T, Kn
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Y O t+1 Ct+1 *6 1 F +)\ 6 —7T*€_1F*
21 t:B tCt e% Ty 15 Ht+1 21,t—-1 Ct—gl er 1 H,t “H,t
C e 1 _0 1
—A,tBOE; CH; s 11 K1 + Adp10 = —— i Ky
et t 1 t—1
*—0
1 C* 0’ 1 B
+A29 t:BGIEfC* 10_ ;€t+11PF Fr1 — A29,— 10— —Zn;i 1FI>-“k,t
i1 e
C* U 1 C*_‘Te_l
+/\30t/59]EtC* T Ft+1KF (1 — Aso—10—— S KE,
t—1 6t
C* (7 C* 7o B
+/\32tﬁ95tc* 2 7Tpt+1FFt+1_)\32t 10=t— e2 f;tlFP,t
t—1 6t
C* U 1 C>‘< €r_1
+ M35, BOE; L C* o np 1Ke i — Agg 10 —t— -1 s Ky
t—1 6t
= (6.61)
MCt .
Cy Cs
—)\12t+/\19t—+)\22t ht” 0 (6.62)
MC;
_)\23,t —+ Ago/tetC;,t + ABS,tEtCF,t =0 (6.63)
Yt .
Mg =0 (6.64)
Y[
Axsp =0 (6.65)
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L
1-

1_
1 — 9 (HLH) ¢ C (T _1 1
A3l 10 — Azpp + Az i IQC* 7 e, — g, =0 (6.74)
t—1
o Kr;
Ci e
_)\31t—/\33t—|—)\33t 19(:* s 17-[16:,{’ = O (675)
-1 €t
° F;:,t:
1
l—eq T=¢
1—0(-L —
T C €1 _
/\28,15 1<_F,9t> — /\29t + A29t 1ec* - tetl ﬂ}k:i 1 =0 (676)
t—1
° K;,t:

C Uet_l

—Aogt — Az + Azo 10— —— G =0 6.77)
Cia e

The cooperative Ramsey problem thus consists of the above 76 equations for 76 un-
knowns.

The deterministic steady state is derived in two steps: First, steady-state values of
the 39 endogenous variables are derived in Appendix A.2. Given these steady-state
endogenous variables, the above optimality conditions (dropping time subscripts) can
solve for the steady-state values of the 37 Lagrange multipliers.

B.2 Noncooperation

The home policy maker maximizes

Cl c_1 h1+w
Wht, = IEtOZﬁt to( 1—o —X1+w

t=t;

with respect to 38 endogenous variables {i;, i}, Ci, Cf, Cyt, Cry, Cl*ﬁ, C;Elt, hy, hi,
Tt, 70, TUH Ty TOEE PHE PEE Prip PRy Wt Wi, e, MCy MCE, Yy, Y, Apy, Afyy,
Art, AF K, Fae, Ky 40 Fiy 1 Keg Frg, K4, FE L}, taking as given {75, } for all t > £,
subject to 37 structural constraints equatiohs (6,.2) ~ (6.38) associated with Lagrangian
multipliers Aq ; ~ A3z, in sequence.
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The 38 first-order conditions are as follows:
e i;: equation (6.39)

e i: equation (6.40)

e C;: equation (6.41)

o C/:

)\6,t( )C* o— lwt +)\8t( )th —|—)\9t2ppt _Allt( )C:*Ufl

Ct-:l et * €1 rx C* 7 1ef 1 x \€—1 o«
+A29,t/59‘T]EtT (i) Frppn — Ao 100—5— (7TFs)" FE
Ci €41 G e
C; 1Ot * * C* 7 1et 1 * \€ prx
+7\30,t/390']Et*;+—+1 (75 11) Kf o1 — Aso—160— 0 e (7)) Kiy
C €t+1 t—1 t
C*faet B C*¥ o~ 16 3 B
+A32,t,390]Et$(7TF,t+l)e "Frip1 — Agpy160 é*_g =L (7rp) ! Fry
G €r+1 1 ¢t
C* U' C* o— 1(3 1
o
=0
(6.78)
e Cp: equation (6.43)
e Cr;: equation (6.45)
e Cj;;+ equation (6.44)
e Cp,: equation (6.46)
e h;: equation (6.47)
o hj:
— A wxh; ™ — Apgsexp (zf) + Agsexp (zf) = 0 (6.79)

e 774 equation (6.49)

e 77} equation (6.50)

Al 3

e 7Ty equation (6.51)
e 7Ty 4 equation (6.52)

e 7Tr;: equation (6.53)
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The foreign policy maker maximizes

PH,+: equation (6.55)
Pl ++ equation (6.56)
pr+: equation (6.57)
PE s+ equation (6.58)
wy: equation (6.59)
wj: equation (6.60)
ey equation (6.61)
MC;: equation (6.62)
MC;}: equation (6.63)
Y;: equation (6.64)
Y/: equation (6.65)
Ap +: equation (6.66)
A} ;+ equation (6.67)
AF s equation (6.68)
AF 4+ equation (6.69)
Fp 42 equation (6.70)
Kp 4+ equation (6.71)
Fy; ;+ equation (6.72)
K} 4+ equation (6.73)
Fr ;: equation (6.74)
Kp ;: equation (6.75)
Fr ;: equation (6.76)

K} ;: equation (6.77).

o

t—t

WF,tO = IEtO Z ﬁ 0
t=to

(

Cil=7—1

*14+w
ht

1—

o

_Xl—Hu
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with respect to 38 endogenous variables {i, iy, Ct, C;, Crt, Cry, CI’iI,t, C;’t, hy, hf, m,
TT{, T e TUEts TUp g PHts PEE PR PEp W Wi, e, MCy, MG, Yy, Y, Apy, Af s Arg,
A}‘:,t, Kuyt, Fay, K}‘{/t, Fi 1 Ket, Fep Ky F;flt}, taking as given {7y} for all t > ¢,
subject to 37 structural constraint equations (6.2) ~ (6.38) associated with Lagrangian
multipliers Aj ; ~ A3;, in sequence.

Note that we use lambda with asterisk as Lagrangian multipliers for the foreign
maximization problem. While most of the first-order conditions in this optimization
problem are the same with those in the cooperative optimization above, and we in-
deed make references to them to save space, one needs to keep in mind that all A; ; in
the following first-order conditions should be replaced to A}, for i = {1,...37}.

The 38 first-order conditions are

e i;: equation (6.39)
e i: equation (6.40)
L] Cti

M (=o)C 7 1wt+7\3t2}7 AL (1= )PFt+/\11t( 0)C; 7 ey

C 1 €41
+)\18tﬁ9‘7]EtCt:+1 ; 7 Pt + Mg 10(—0)
t

Ca e G le .
+A o tﬁe‘ﬂEtC ol —— 71t 1 1KH 41 + Aoy 10(—0) 5= —— 71y 1 Kn s

o+1 C5 e
Cl e 1 Cll e g
+/\21tﬁ9(ﬂEtCt o+ g, T e Frp +A21,0-10(—0) c.o ZT(H,t Frpy
v —r—1
+A22t.390'IEtC(jt+i1 621 T 1K1 + Az 10(—0 )Cét__gl ete_t 1K ¢
=0
(6.80)
e C/ :equation (6.42)
e Cp: equation (6.43)
e Cr;: equation (6.45)
e Cj;;+ equation (6.44)
e Cr,: equation (6.46)
° hy:
= AT poxhy ™ = Afzexp (2t) + Afg exp (z¢) = 0 (6.81)
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=
- %

: equation (6.48)
7t: equation (6.49)

7t} equation (6.50)

X%

7Ty 4+ equation (6.52)
7tr +: equation (6.53)
Ty 1+ equation (6.54)
pH,+: equation (6.55)
Ph ++ equation (6.56)
pr,: equation (6.57)
Pr s+ equation (6.58)
wy: equation (6.59)
wj: equation (6.60)
ey equation (6.61)
MC;: equation (6.62)
MC;: equation (6.63)
Y;: equation (6.64)
Y;: equation (6.65)
Ap +: equation (6.66)
A} + equation (6.67)
Ar s equation (6.68)
AF ;: equation (6.69)
Fp +: equation (6.70)
Kp +: equation (6.71)
Fy; ;+ equation (6.72)
K}, 4+ equation (6.73)
Fr ;: equation (6.74)
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e Kr;: equation (6.75)
e F}: equation (6.76)
e K} ,;: equation (6.77)

The noncooperative Ramsey problem thus consists of 113 equations for 113 unknowns.

The deterministic steady state is derived in two steps: First, steady-state values of
the 39 endogenous variables are derived in Appendix A.2. Given these values, the
above optimality conditions (dropping time subscripts) can solve for the steady-state
values of 74 Lagrange multipliers.

We note that thanks to the efficient subsidy, the steady-state values of endogenous
variables are always given by Appendix A.2 regardless of strategic games, which al-
lows for meaningful welfare comparison.
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Appendix C. Second-order Approximation

Section (C.1) to (C.4) show how to substitute linear terms ¢ — /iy and & — fz;" with
second-order terms by using the second-order approximation to some of the struc-
tural equations. Specifically, C.1 shows the second-order approximation to the price
dispersion terms which comes in useful later. C.2 shows the second-order approxima-
tion to the price setting conditions to obtain AS equations. C.3 shows the second-order
approximation to the resource constraints. C.4 solves for the linear terms using results
obtained in C.1-3.

Section C.5 presents the general form and simplified form of the quadratic loss
functions for noncooperative policy makers under LCP, making use of the results in
C4.

C1

Price dispersion terms are shown in equations (ix)-(x) and (xxvii)-(xxviii) in the text.
Take a second-order approximation to equation (ix) around its deterministic steady
state Ay = 1 and we have

N fe

Apt= s, +0Am 1.
Ht 2(1_9)7TH,t+ Ht-1

Taking a summation on both sides from initial time f( to infinity gives
Es, Z B0AL = Ey, Z pito 6 7THt +0Ap 1,1 + 0BEs, Z B AY,,
t=to t=to ( ) t=to
that is

€b 2
1= 80)(1-0) T b (6.82)

IEto Z IBt_tOAH,t - ]Eto Z :Bt_toz(

t=ty t=tg

where AH,to—l =0.
Analogously, equations (x), (xxvii) and (xxviii) are approximated to be

(o] " [ee] 9
E t*fOA* — E t—tg € *2 6.83
fot;‘;)ﬁ H,t tot;‘:)‘B 2(1—/39) (1_ )nHt ( )
ot A _ v gt—to €o 2 4
Fo L B Ae = B0 LB gy -0y ©59
[oe] R [ee] 69
E; =hoAr . = t=to 2. (6.85)
Ot;:()ﬁ F,t Ot—ZtOIB 2(1_‘39) (1_ ) Ft

59



C.2

We consider home firms” optimal pricing conditions first. Consider an arbitrary pe-
riod of time in the infinite time horizon, t, where t > ¢, as shown in equations (xi)-
(xvi) in the text, the optimality conditions with LCP can be written as

Py Ky ¢

= 6.86
Py Fr (686)
1
- Pt 1=eq T
PHt _ 1_9<PHJ> (6.87)
Pp 1-0 '
where
— 00 T—tr—0 P\ €
Kis =B L5 (B0)T~'Cr7ChrMCr (7 ) (6.89)
o . _ P 1—e€
Fry =B 5, (B0)TCrCrpir (524 ) (6.89)
for choosing 15H,t for the domestic market, and
Phy _ Kiy 690
Pfi 4 Fis '
1
. _ PI}fI,tfl l1—eq T—¢
Py 1-9 '
where
00 Px —€
Ki, =E: Y (BO)'C37Cl rMCr ( f”) (6.92)
' T=t ' Py 1
& P\
F;I,t = E; Z (‘BQ)T—tC;aC}k{,TeTP?{,T (P*—’> . (6.93)
T=t H,T

for choosing P};, for the export destination market. Note that we use a slightly dif-
ferent notation for summation as we are now considering the path from an arbitrary
time f onward.

Following Benigno and Woodford (2005) we take a second-order approximation to
(6.86) and (6.87) and make use of the second-order approximation to equations (6.88)
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and (6.89). After a few messy steps we obtain the second-order home AS equation

Ey, ) B0 (it — praye) (6.94)
t=tg

R I A N . _ € .
=—FE, ) P 5 (mcr — puyt) (2 (=06 + Eut) + Pry + mcy) + fén%{'t +tip

t=ty
where we have used equation (6.82), and the t.i.p term contains terms that are inde-

pendent of policy and determined by parameters and predetermined initial condi-
tions only:

1—2e¢+ €6 1—pB0o -
VHiy = TTHE, — ﬁﬁ%ﬂo + (T[%)NH,tOZH,tO/ (6.95)

where Zp 1, = By Y524, (ﬁ@)tito (2 (—0C + Crt) + Prt + mcy — %NH,HO .

Similarly we approximate equations (6.90) and (6.91) along with (6.92) and (6.93)
up to the second order and obtain

Er, ), B0 (et — Py — &) (6.96)

t=ty

- 1, Ak A A Ak Ak A — * :
—_E, Y p [2 (ey — pipy —6r) (2 (—0C 4 Cfpy) + Piys + & +imcy) + ;nlft} +tip,

t=ty

where we have used equation (6.83) and the t.i.p term contains

(1—2e+¢€b) (1—pB0)
Vit = Tt — W”}k},to TIBH*H,tOZ;I,tOI (6.97)

_ . _ A oA o~ A 5 f(1-2
where Zf, = By, 52y, (B9)' ™ (2 (ot + &5y, ) + e + piy e + & — Bty 1)
We then look at foreign firms’ optimal pricing conditions. As shown in equations

(xxix)-(xxxiv) in the text, the optimality conditions can be written as

% _ K (6.98)
Pr Fr
1
. _ P;,tfl l1—eq T—¢
P;‘,t 1-6 '
where
* = T—t ~%—0 % * Plixj,t -
Ki, =B ) (BO) 'Cr 7CprMCt | 5= (6.100)
T=t ET

61



1—€

o0 P*

Fry=TE: Y (BO) ~'Cy Chrpir (P—”> (6.101)
T=t F, T

for choosing P, for the domestic market and

Pr; KE
= = == 6.102
Pr; Fr ( )
1
- . Ppiq 1-eq T-e
P _ | ° (i) (6.103)
Pr, 1-6 :
where
P
Kp; = E; Z(/BG)T ‘Ci7Cr TMCT< iz t) (6.104)
T—t Pr,7
- T—t ~x—0 -1 PFt 1-e
Frp=1E; Y (BO) ~'Cy “Crrprrer' | 5= (6.105)
T—t Prr

for choosing P ; for the export destination market.
Repeat the exact same procedure as in approximating home firms’ price setting
equations and we obtain the two second-order foreign AS equations

Ey, ), B'" (e — piy) (6.106)

t=ty

_—lEtOZﬁt to[ mct_lal*f,t)(2(_05f+5§,t)+ﬁ;,t+"/1\ct) 25”Ft:|+t1p/

t=ty

and

By, ) B0 (et — pre+ér) (6.107)
t=to

__lEtOZ,Bt fo[ mct—PFt—f—et) (2(—0’5?4—51:,0+ﬁp,t—ét+n/1\(:t) 257‘[“]—}—’[1}),
=t

where we have used equations (6.85) and (6.84), and the first t.i.p contains

. N (1—-2e+¢€0) , (1-pB0) . -,
VF,tO =TTt — W”Fio Tﬂ p,tOZF,tO, (6.108)
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_ o _ N N N ~ % 0(1—2
where Z; , = By, Y2, (B6)' " <2 (—UCZK + Cl*f,t) + Pgy o+ me; — ﬁ(l(—ﬁ(?;) ”;,tﬂ) ,and

the second t.i.p contains

(1-2e+e€f) , (1—B9)

2 (1 _ 0) nF,tO + 2 T[F,tOZF,tol (6.109)

VF,tO - nF,tO -

5 o - A R s~ 0(1-2
where Zp ;= By Y12y, (ﬁ())t fo (2 (—0Cf + Cpy) + Ppt — & + ey — ﬁ(l(_—ﬁwf)np,t+1> .

Look at the four AS equations. The real marginal costs and aggregate consump-
tion of each type of goods can be substituted out by using the exact and approximated
log-linear forms of structural equations (ii)-(viii) and (xx)-(xxvi).?® They are now ex-
pressed as

o 1 X 2—v (., 1. . \]?
why + 06 — py = ~> [(w+1)(yt—zt)+ > <PH,t+03t—PH,t>} (6.110)
1 2 A €
+§(1—0") C%_%n%—l,t
2
A s v, 1 R v ., 1,
Wht+‘7Ct+2_VPP,t = 73 (w+1)(yt—zt)—§ Phe+ € = PH (6.111)
1 2 A% €
+§(1—0') ctz—%nﬁt
7% Ak Ak 1 Ak * -V A 1/\ Ak 2
whi +0¢ — Pry = ) (w+1) (9 —z) + 5 \PEt— ¢~ PEt (6.112)
1 Ak €
+§(1—‘7)2 tz_%nF?t
7% N 4 A 1 * * A 1,\ Ak 2
wht—i—act—i—ﬁplﬂ = -3 (w—i—l)(yt—zt)—i Prt— & — PEy (6.113)
1 2 A €
+§(1—0) C%‘g”%t

C.3
Now we approximate resource constraints, equations (vii) and (xxv), in the text.

Make use of equations (iii) and (xxi) to write equation (vii) as

v o_ 2—v ,_
exp (Zt) ht = EPH,ltCtAH/t + TP?-I,tIC;kA}({,t'

Take a second-order approximation around its deterministic steady state and we ob-

26 Although one needs to be careful in the substitution: exact log-linear equations can be used to
substitute both linear terms and squared terms while log-linearized equations can be used to substitute
the squared terms only.
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tain

A v, 2—1/A* v 2—
Zt—f—ht—zct— 5 + th+ 2 th
1 /4 2 v 22—V, )
= —3 (ht+zt) + g (P =)+ — (P —¢F)
VA 2—v.,
+§AH/t + TAH’t.

Note that up to the first order, the above equation is approximated to

2—v,, 2—-v

v
zi+ Iy = EpH,t+TCt_ > ——Ph

I\JI<

R 2
which is sufficient to substitute (ht +zt> . As Benigno and Woodford (2005) ar-

gue, linear technology terms are independent of policy when as part of quadratic
policy objective, so we can drop out z;. Then we make use of exact log-linear relations
of price index (xxiii), risk sharing condition (xxxvii) and quadratic price dispersion
equations (6.82)-(6.83) and obtain

o . ~ R 2_]/ ~ A% v ~ N*
E;, Z pi—to I:(ht ,Ct) + 3 (6 — &)+ 5 (PH,tPF,t)]

t=ty

(6.114)

o 2
- ity |V2—v) [ 1, v €t 2 2—v €f 0
Ei ) P [ g \PHiT GO T PR T gey 1 —e) T T2 2(1-pey(1_0) Ht|

t=ty

Similarly foreign resource constraint, equation (xxv) is approximated as

- — e A% 2—v A A% Vo Ak
Ey, Z ﬁt fo l:(ht _Ct) Y (6 —¢f) — 2 (PH,t - pP,t)}

t=to

2
_ bt [VR—v) (o 1 v €6 o  2-v €0
E, 3 p [ (p” ot PR +22(1—/39)( —) T T 2 pe)(1-9)

C.4

Given the results in C.1-3, we now have enough second-order equations to find pure
quadratic expressions for the linear terms ¢ — /i and ¢ — fif. Note that the linear
terms of interest appear explicitly in resource constraints (6.114) and (6.115) only. So
our indirect goal is to find the appropriate linear combination for ¢ — ¢; and pp + — P,
first.

Write equations (6.110)-(6.113) (6.114)-(6.115) as a group and denote the (pure
quadratic) expressions on the RHS of each of the equations as fi, f», f3, fa, f5 and
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fe:
why + oty — P: = fi

A R v ~ck
why + ¢y + S PRt T f2

whi +0¢f —pt; = f
o v
hy G+ ——p =
w t+0'Ct+2_VPH,t fa
A . 2—v . . v, R
<ht—Ct)+ 5 (Ct—Cf)‘FE(PH,t_P;,t) = f5

7% Ak 2—v N Ak Vs Ak
(ht_ct>_ 5 (Ct—ct)_E(PH,t_PF,t) = fo

After a few steps of algebra we obtain

Put— Prr = —2;1/ ((H_w(l_v)) (fi—f3)

v
() e

2220 (15— o
N Ak 14 1+(U(2—1/)
& —¢C = E(f) (f1—fs)
_2;1/ (1—1—71/60) (fo— fa)
+0= (5 g

where v = ovw (2 — v) + 0 4 w (1 — v)?. Substitute the two expressions in equations
(6.114) and (6.115) and we finally obtain

. v2—v (c—1—w
Ct—ht = —E 5 < y )(fl_f3)
_ — w+ 2
_%221/((7 1?/ +V>(f2—f4)
Az,
_% (1_0'—(,0’51—1/))1;6 (6.116)
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and

L %zgv(a—,ly—w) (A—f3)

v2—v (0—14—60—1-1%

55 ) (f2 — fa)

_1 (14_0’—0_},)(/1—1/))];6. (6.117)

Plug in the denoted expressions of f; to fs and we obtain

A g v(2—v c—w(l—v " 1. .\
— <Ct_ht> — _|_ (16 ) (1_|_()> <pH,t+0_et_pH,t)

+ ) (i3
0% o
€ (v X\ o, 2—v X\
|2 bl 14—
i [2 <1 " 7> T ( i v) n“]
u *
(1-5) =]

2
_(0—21)2 (2;1/) (wv; 1> @)

+V(28_y) <—0'+,)/1+(U) [(w—i—l) (gt—zt)%—zgy <fﬁit+;ét_ﬁHt>]2
+V(28_U) <(r—1—’:w+5> [(w—I—l) (yA;‘_zf)—% <ﬁFt_;_ét_ﬁ;t):|2
_y(28—v) <—a+ryl+w> [(w+1) (g;‘—zf)Jrng <ﬁpt—;ét—ﬁ?t>r
_1/(28—1/) (a—ltw-Fﬁ) [(w—l—l) (yt—zt)—% (ﬁ}(—lt‘Fi_ét_ﬁHt)}Z
(6.118)
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w v(2—v c—w(l-v ok 1. .\
—(ct—h> = + <16 )<1 ’5 )> <PH,t+0_€t_PHt>
v(2—v c—w(l—v . 1, o 2
o (1470 5, L)

ClV(i1_2) 2 2—v /(.  a) ,

ta [ (175 a2 (1) 7

where we denote
a=w+1+(1-0)(1-v)

y=ovw(2—v)+o+w(l—v)?

_(1-6)(1—po)
6= ; :
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In the special case imposing ¢ = 1, the above expressions reduce to

—(&—h) = %(nH,t)%%(nmz
+v(14— ) ((w+1) (yt—zt)+2g”d}>2
+ 220D () 7 -z - L)’
2D () g -2+ 25
_2 _4V)Q ((W+1) @ —20) — })2, (6.120)

45 45
2—1v)Q /402 2-1)(1=0Q) /.\2
v ( 81/) (d;ﬁ> +V( v;( )<dt>
1-— 2 v . \2
_V( 4 )((w+1)(yAt—Zt)+ Zvdt>
2—v)Q) - * V oA 2
SRR (1) (g7 - =) - L)
1-0 2 v . \?
D (-2 + 250
2—1v)0) N2
Lm0 (w+1) (?t—zt)_zdt) : (6.121)
4 2
where we denote () = 4wy j

H—w,o < Q < ]-/ dt - ﬁ}i[,t +éf - ﬁH,t and d;k - ﬁF,t - ét - ﬁ?‘lt‘

C.5

Given the second-order expressions of the linear terms in the utility functions, equa-
tions (6.118) and (6.119), the quadratic loss function of the home noncooperative pol-
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icy maker under LCP is given by

HTw(ﬁt—Zt)z
+1/(21;1/) <1 U+w'§v—1)> (A}“{’t+;At—ﬁH,t>2
+1/(21;v) (1 (T—|—CU’§V_1)> (ﬁF,t—(lfAt—ﬁl*f,tY
+% (1 + i) () + = (Zgg . <1 " i) (ee.)
s (18) G+ G5 (18 (o
o Etoﬁﬁt_to X 0_;1_(0__1)2(24_71/)(wy—{—1) <?t_2;vqt+(2—v;((fl—a)ét>z |
o (C-1?Q-v)(wv+1) (. 2-v, (2-v)(1-0)
o <yt_ 5 1t~ 20 et)
ACl) (;;HH“’) [(1+w) (9 —zt) + =~ (ﬁﬁ,ﬁ rPH»)]Z
v(2—v) (0’8;1+w+3> |:(1+w)(g?—zf)—g<ﬁFt_(];ét_ﬁ;,t>:|2
OO 1) [y (g -5+ 257 (e 2 )|
v(2-v) (08;14—0)4‘3) [(1+w) (ﬁt_zt)_% (f)}},t—kiét—fm,tﬂz
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while the quadratic loss function of the foreign noncooperative policy maker under

LCP is given by

L;ko = IEt’(] Z ﬁtito

t=tg

29 i =7
2= <1_ U+W(V‘1)> (Agﬁ;%—ﬁm)z
RTINS (ﬁ“_;;_ﬁ;tf
15 1= 52 -2 o
= (1%)( 0 (1”) )

(0 =12+ 1) (-2 (Z—V;él—‘f)ét)z
+<0;1 (v —1) <247><wv+1 ) <y?_z;vqj_<z—v;0<_1—v>ét)2
@2 <;70+1+w) [(1+w) (yAt_ZtHZ;V <th+(17 ﬁH,tﬂz
v2-v) (08;1+w+3) [(1+w) @ -2 - (;aF,t—;ét—ﬁ?,t)r
Lv@2=v) (;;HW) [(1+w) (g:—z:>+2;" <ﬁpt—;ét—ﬁ;t>r

Lv@-v) (08—71+w+§) [(1+w) G —2) — (ﬁ};,t+iét—ﬁH,f>r

(6.153)

In the text, we obtain two simplified expressions of the loss functions by imposing
o = 1. In this case, the second-order approximation of the welfare function will make
use of equations (6.120) and (6.121) above. Specifically, the quadratic loss function of
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the home policy maker under LCP and noncooperation is given by

' B - ’
%( ) 6%” ()?
e O i GO
_Etotg)ﬁf fo <1+w yt—Zt)JrZ;/})z . (6.124)
+(2 4)“(<1+w)<y o) - o)
OO (1 g -y + 2 )
| R (o)

v Lk % 2—v A
L = Ey, Z s +——F— ((1 +w) (Jf —z¢) + dt) . (6.125)

2
t— ((1 +w) (Gt —z¢) — % At>2

_@<(1+w)(yt—zt)+2gvl)z
| -E (arom-m -y

They are equations (3.2) and (3.3) in the text.
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Appendix D. Log-linearization

In this section, we show the complete set of exact or approximated log-linear form of
the structural equations (as in Table 2 in the text).
Exact log-linear form of deviations from the law of one price:

>

= ﬁ?{,t + & — PHt (6.126)
{ = Prité—Pry (6.127)

>

QL

Log deviations of the terms of trade from the steady state are

A A~ A Ak
gt = PFt — € — PHts
Ak A

qr = —4qt,

and exact log-linear form of price indexes equations (v) and (xxiii):

v, 2—v, _

EPH’t + > prr = 0, (6.128)
v, 2—v ,

SPEit——Pur = 0. (6.129)

Exact log-linear form of definitions of detrending, equations (xvii), (xviii), (xxxv)
and (xxxvi):

Tyt = T+ PH— PHi-1
TUE ¢ 7t + Prr — PEE-1

Ty 4 T+ Pr — Ph-a
Try = T+ Py — Prioa-

Subtracting the first equation by the second and using (6.128) gives

2—v
2

PHt — PHi—1 = (Tt — TTEg) ; (6.130)

Subtracting the fourth equation by the third and using (6.129) gives

A N 2—v
Pri— Pri-1= 5 (”;,t - ”?{,t) : (6.131)

Exact log-linear form of equation (xxxvii):

[ (6.132)
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Exact log-linear form of equations (iii), (iv), (xxi) and (xxii):

Car = —PHt TG
Cry = —Pri+0C
Chy = —Pas+Er
CAEt = _ﬁ;,t + &

Exact log-linear form of equations (ii) and (xx):

Dy why + o6
o = whi+o¢}
Exact log-linear form of equations (vi) and (xxiv):

ﬂ/’l\Cf = wt_Zt

— % A *
Exact log-linear form of equations (viii) and (xxvi):

0 = zi+hy
5i = 7+

(6.133)
(6.134)
(6.135)
(6.136)

(6.137)
(6.138)

(6.139)
(6.140)

(6.141)
(6.142)

so from the above conditions (6.137)-(6.142) we obtain deviations from steady state of

the real marginal costs: (equations (2.12)-(2.15) in the text.)

_ . . 2—v R 2—v .
me;—pur = (0+w)fr—(1+w)z+ —— (1—0)(§e+é)+ Tdt’ (6.143)
— % Ak sk * 2—v Ak A 2—v ™

~ %k A A Ak * 2 -V A%k A v T

me, —prr+6é = (c+w)y; —(1+w)zf + (1—0)(g; —é)— Edt' (6.145)

— sk R R 2—v . . V A

mey — Py, — 6 = (c+w)pr—(1+w)z + —— (1—0)(Ge+é)— Edt' (6.146)

Log-linearized resource constraints, equations (vii) and(xxv):

v 2—v , 2—vl,

Do = & —5PHr— —5 Py~ —5 b
Ak . é\*_v/\* _2_1/,\ +2_V1é
Ve = & zpF,t 5 PE,t 5 o

so subtracting equation (6.148) from (6.147) gives

o v 2—v ., v—-1), v, 2—v
Yo=Y = —5PHL T PH, T+ €t+§PF,t+TPF,tr

(6.147)

(6.148)

where we have used equation (6.132). This is equation (2.20) in the text.
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New Keynesian Phillips curves are derived as follows. Write the second-order
approximation of the AS equation (6.95) in Appendix C in a recursive way:

_ o_ €
Vi = 0Zy: + SZHAYH + Eﬂ%ﬁ + BE; (Vi 441) -

Up to the first order, it reduces to
Vit = 0ZHt + PEiTH 141

where we have defined Zy; = mc; — pys and § = w. Up to the first order,
equation (6.95) itself reduces to

Vat = Tay,
so combining the above two equations, we obtain the corresponding log-linear NKPC

(1- 50()9 (1-96) (71t — Pry) - (6.149)

Similarly, we can obtain the other three New Keynesian Phillips curves as follows:

gt = PBEmthi +

N N 1-60)(1—-0) ,_ . .,
mry = PEtp g+ d-F g( ) (mef — Pry) (6.150)
1-80)(1—0) . . .
ey = PBETE + (1-p ;( ) (mcf — pre+ &), (6.151)
N N 1—-60)(1—-6) ,__ s .
Ty = PETqq + 1-F g( ) (mct — PHt— et) . (6.152)

These are equations (2.8)-(2.11) in the text.
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