
 

 

Globalization Institute Working Paper 403 Appendix    
October 2020 (Revised February 2021) 
Research Department 
https://doi.org/10.24149/gwp403appr1  

Working papers from the Federal Reserve Bank of Dallas are preliminary drafts circulated for professional comment. 
The views in this paper are those of the authors and do not necessarily reflect the views of the Federal Reserve Bank 
of Dallas or the Federal Reserve System. Any errors or omissions are the responsibility of the authors. 

Online Appendix–Get the 
Lowdown: Building a Structural 

Open-Economy Model of the U.S. 
Natural Rate of Interest 

 
Enrique Martínez-García 

 
 

https://doi.org/10.24149/gwp403appr1


Online Appendix to Get the Lowdown: Building a Structural 
Open-Economy Model of the U.S. Natural Rate of Interest* 

 
                                       Enrique Martínez-García† 
     

           October 5, 2020 
  Revised: February 10, 2021 

 
     
                    Abstract 
 
In this paper, I describe the building blocks of the workhorse model used in Martínez- 
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augmenting the set of (log-linearized) equilibrium conditions that always bind with auxiliary 
measurement equations that constrain the path of endogenous expectations to align with 
the observed survey-based expectations. For their part, survey-based expectations are 
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1 The Workhorse New Keynesian Model

The framework employed by Martínez-García (2020b) is a variant of the workhorse two-

country New Keynesian model proposed by Martínez-García and Wynne (2010) and sub-

sequently studied in great detail by Martínez-García et al. (2012), Martínez-García and

Wynne (2014), Martínez-García (2015), and Martínez-García (2019). Here I describe the

main features of that modeling framework maintaining the assumption that the structure

of both countries is symmetric and that there is an equal mass of identical households and

varieties of goods in each country spanning the unit interval. Accordingly, I illustrate the

two-country model from first principles using the Home country as a the country of reference

unless otherwise noted. I also use the superscript ∗ to denote Foreign country variables.

1.1 Households’Labor Supply and Consumption Behavior

The lifetime utility of the representative household in the Home country is additively sepa-

rable in consumption, Ct, and labor, Lt, i.e.,

∑+∞

τ=0
βτEt

[
1

1− γ (Ct+τ )
1−γ − χ

1 + ϕ
(Lt+τ )

1+ϕ

]
, (1)

where 0 < β < 1 is the subjective intertemporal discount factor, γ > 0 is the inverse of

the intertemporal elasticity of substitution, and ϕ > 0 is the inverse of the Frisch elasticity

of labor supply. The scaling factor χ > 0 pins down labor in steady state. The household

maximizes its lifetime utility in (1) subject to the following sequence of budget constraints

which holds for all states of nature ωt ∈ Ω, i.e.,

PtCt +

∫
ωt+1∈Ω

Qt (ωt+1)BH
t (ωt+1) + St

∫
ωt+1∈Ω

Q∗t (ωt+1)BF
t (ωt+1)

≤ BH
t−1 (ωt) + StB

F
t−1 (ωt) +WtLt + Prt − Tt,

(2)

where Wt is the nominal wage in the Home country, Pt is the Home consumer price index

(CPI), Tt is a nominal lump-sum tax (or transfer) imposed by the Home government, and

Prt are (per-period) nominal profits from all firms producing the Home varieties. St refers

to the bilateral nominal exchange rate, i.e., the units of the currency of the Home country

that can be obtained per unit of the Foreign country currency at time t.

Home firms produce their variety of output subject to a linear-in-labor technology, i.e.,

Yt (h) = AtLt (h) for each variety h ∈ [0, 1]. Producing each variety h, therefore, depends
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on an exogenous aggregate Home productivity shock, At, and household labor, Lt (h), such

that:

Lt =

∫ 1

0

Lt (h) dh. (3)

This market clearing condition simply states that the labor employed by all firms must

be equal to the labor supply offered by the representative household. I assume costless

within-country labor mobility ensuring that wages equalize across all local firms. However,

labor remains immobile across countries and wages do not necessarily equate across countries.

From the household’s first-order conditions, I obtain a labor supply equation of the following

form:
Wt

Pt
= χ (Ct)

γ (Lt)
ϕ , (4)

which equates the real wage Wt

Pt
to the marginal utility of labor over the marginal utility of

consumption.

The household’s budget constraint includes a portfolio of one-period Arrow-Debreu se-

curities (contingent bonds) internationally traded, issued in the currencies of both countries,

and in zero net-supply. Specifically, the pair
{
BH
t (ωt+1) , BF

t (ωt+1)
}
refers to the port-

folio of contingent bonds issued by both countries and held equally by each household of

the Home country. Access to a full set of internationally-traded, one-period Arrow-Debreu

securities has the implication that it completes the local and international asset markets re-

cursively. The prices of the Home and Foreign contingent bonds expressed in their currencies

of denomination are denoted Qt (ωt+1) and Q∗t (ωt+1), respectively.1

Under complete asset markets, standard no-arbitrage results imply that Qt (ωt+1) =
St

St+1(ωt+1)
Q∗t (ωt+1) for every state of nature ωt ∈ Ω. Hence, Home and Foreign households

can effi ciently share risks domestically as well as internationally. This implies that the

intertemporal marginal rate of substitution is equalized across countries at each possible

state of nature and, accordingly, it follows that:

β

(
Ct
Ct−1

)−γ
Pt−1

Pt
= β

(
C∗t
C∗t−1

)−γ P ∗t−1St−1

P ∗t St
. (5)

I define the bilateral real exchange rate as RSt ≡ StP ∗t
Pt
, so by backward recursion the perfect

1The price of each bond in the currency of the country who did not issue the bond is converted at the
prevailing bilateral exchange rate with full exchange rate pass-through under the law of one price (LOOP).
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international risk-sharing condition in (5) implies that:

RSt = υ

(
C∗t
Ct

)−γ
, (6)

where υ ≡ S0P ∗0
P0

(
C∗0
C0

)γ
is a constant that depends on initial conditions. If the initial condi-

tions correspond to those of the zero-inflation deterministic steady state, then the constant

υ is simply equal to one.

Yields on redundant one-period, uncontingent nominal bonds in the Home country are

derived from the price of the contingent Arrow-Debreu securities. That results in the fol-

lowing standard stochastic Euler equation for the Home country:

1

1 + it
= βEt

[(
Ct+1

Ct

)−γ
Pt
Pt+1

]
, (7)

where it is the riskless Home nominal interest rate. Apart from the first-order conditions,

the solution to the households’optimization problem is also characterized by the budget

constraint of the Home country household given by (2) and the corresponding initial condi-

tions assumed to be identical for all households. An analogous labor supply equation, Euler

equation, and household budget constraint with the corresponding initial conditions can be

derived for the Foreign country.

Aggregate consumption bundles. Ct is the CES aggregator of the Home and Foreign

bundles of goods for the Home country household and is defined as:

Ct =
[
(1− ξ)

1
σ
(
CH
t

)σ−1
σ + (ξ)

1
σ
(
CF
t

)σ−1
σ

] σ
σ−1

, (8)

where σ > 0 is the elasticity of substitution between the consumption bundle of locally-

produced goods, CH
t , and the consumption bundle of the foreign-produced goods, C

F
t . The

share of imported goods in the consumption basket of the Home country satisfies that 0 <

ξ ≤ 1
2
, so these preferences allow for local-consumption bias. Similarly, the CES aggregator

for the Foreign country is defined as:

C∗t =
[
(ξ)

1
σ
(
CH∗
t

)σ−1
σ + (1− ξ)

1
σ
(
CF∗
t

)σ−1
σ

] σ
σ−1

, (9)
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where CF∗
t and CH∗

t are respectively the consumption bundle of foreign-produced goods

and of home-produced goods for the Foreign country household. Analogous to (8), σ > 0

is the elasticity of substitution between Home-produced and Foreign-produced goods and

the parameter ξ is the share of imported goods in the Foreign consumption basket. The

consumption sub-indexes aggregate consumption over the bundle of differentiated varieties

produced by each country and are defined as follows:

CH
t =

[∫ 1

0

Ct (h)
θt−1
θt dh

] θt
θt−1

, CF
t =

[∫ 1

0

Ct (f)
θt−1
θt df

] θt
θt−1

, (10)

CH∗
t =

[∫ 1

0

C∗t (h)
θt−1
θt dh

] θt
θt−1

, CF∗
t =

[∫ 1

0

C∗t (f)
θt−1
θt df

] θt
θt−1

, (11)

where θt > 1 is the (time-varying) elasticity of substitution across the differentiated varieties

within a country.

The CPIs that correspond to this specification of preferences over consumption bundles

are:

Pt =
[
(1− ξ)

(
PH
t

)1−σ
+ ξ

(
P F
t

)1−σ
] 1
1−σ

, P ∗t =
[
ξ
(
PH∗
t

)1−σ
+ (1− ξ)

(
P F∗
t

)1−σ
] 1
1−σ

, (12)

and,

PH
t =

[∫ 1

0

Pt (h)1−θt dh

] 1
1−θt

, P F
t =

[∫ 1

0

Pt (f)1−θt df

] 1
1−θt

, (13)

PH∗
t =

[∫ 1

0

P ∗t (h)1−θt dh

] 1
1−θt

, P F∗
t =

[∫ 1

0

P ∗t (f)1−θt df

] 1
1−θt

, (14)

where PH
t and P F∗

t are the price sub-indexes corresponding to the bundles of varieties pro-

duced locally in the Home and Foreign countries, respectively. The price sub-index P F
t

represents the Home country price of the bundle of Foreign varieties while PH∗
t is the For-

eign country price for the bundle of Home varieties. The price of the variety h produced

in the Home country is expressed as Pt (h) and P ∗t (h) in units of the Home and Foreign

currency, respectively. Similarly, the price of the variety f produced in the Foreign country

is quoted in the Home and Foreign countries as Pt (f) and P ∗t (f), respectively.

Each household decides how much to allocate to the different varieties of goods produced

in each country. Given the structure of preferences indicated earlier, the utility maximization
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problem implies that the household’s demand for each variety is given by:

Ct (h) =

(
Pt (h)

PH
t

)−θt
CH
t , Ct (f) =

(
Pt (f)

P F
t

)−θt
CF
t , (15)

C∗t (h) =

(
P ∗t (h)

PH∗
t

)−θt
CH∗
t , C∗t (f) =

(
P ∗t (f)

P F∗
t

)−θt
CF∗
t , (16)

while the demand for the bundle of varieties produced by each country is simply equal to:

CH
t = (1− ξ)

(
PH
t

Pt

)−σ
Ct, C

F
t = ξ

(
P F
t

Pt

)−σ
Ct, (17)

CH∗
t = ξ

(
PH∗
t

P ∗t

)−σ
C∗t , C

F∗
t = (1− ξ)

(
P F∗
t

P ∗t

)−σ
C∗t . (18)

These equations relate the demand for each variety– whether produced domestically or

imported– to the aggregate consumption of the country.

1.2 The Firms’Price-Setting Behavior

Each firm located in either the Home or Foreign country produces one differentiated variety

with which it supplies its local market and exports to the foreign market. Each firm operates

under monopolistic competition. I also assume producer currency pricing (PCP), so firms set

prices by invoicing all sales in their local currency.2 The PCP assumption implies that the

law of one price (LOOP) holds at the variety level. That is, for each variety h produced in

the Home country, it must hold that Pt (h) = StP
∗
t (h); similarly, for each variety f produced

in the Foreign country, it holds that Pt (f) = StP
∗
t (f). Hence, the corresponding price sub-

indexes in both countries for the same bundle of varieties must satisfy that PH
t = StP

H∗
t

and that P F
t = StP

F∗
t .

The bilateral terms of trade ToTt ≡ PFt
StPH∗t

defines the Home value of the bundle of goods

imported from the Foreign country in Home currency units relative to the Foreign value

of the bundle of Home country exports quoted in the currency of the Home country at

the prevailing bilateral nominal exchange rate St. Under the LOOP, terms of trade can be

expressed as:

ToTt ≡
P F
t

StPH∗
t

=
P F
t

PH
t

. (19)

2For more in-depth analysis on the role of international price-setting on purchasing power parity (PPP)
and the design of optimal monetary policy, see Engel (2009).
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Even though the LOOP holds at the variety and price sub-index levels, the assumption

of symmetric local-product bias in aggregate consumption implicit in equations (8) − (9)

introduces deviations from purchasing power parity (PPP) at the level of the aggregate

consumption basket. In other words, in general it is the case that Pt 6= StP
∗
t and, accordingly,

the bilateral real exchange rate between both countries deviates from one, i.e., RSt ≡ StP ∗t
Pt

=[
ξ+(1−ξ)(ToTt)1−σ

(1−ξ)+ξ(ToTt)1−σ

] 1
1−σ 6= 1 if ξ 6= 1

2
.

Given the households’preferences in each country, the demand for any variety h ∈ [0, 1]

produced in the Home country can be written as:

Yt (h) ≡ Ct (h) + C∗t (h) = (1− ξ)
(
Pt(h)

PHt

)−θt (PHt
Pt

)−σ
Ct + ξ

(
Pt(h)

PHt

)−θt (PH∗t

P ∗t

)−σ
C∗t

=
(
Pt(h)

PHt

)−θt (PHt
Pt

)−σ [
(1− ξ)Ct + ξ

(
1
RSt

)−σ
C∗t

]
.

(20)

The demand for each variety f ∈ [0, 1] produced by a Foreign firm can be derived similarly.

Firms maximize profits subject to a partial adjustment rule à la Calvo (1983) at the variety

level, that is, subject to sticky prices. In each period, every firm receives either a signal

to maintain their prices with probability 0 < α < 1 or a signal to re-optimize them with

probability 1−α. At time t, the re-optimizing firm producing variety h in the Home country
chooses a price P̃t (h) optimally to maximize the expected discounted value of its profits, i.e.,

∑+∞

τ=0
Et

{
(αβ)τ

(
Ct+τ
Ct

)−γ
Pt
Pt+τ

[
Ỹt,t+τ (h)

(
P̃t (h)− (1− φ)MCt+τ

)]}
, (21)

subject to the constraint that the aggregate demand given in (20) is always satisfied at the

set price P̃t (h) for as long as that price remains unchanged. Ỹt,t+τ (h) denotes the demand for

consumption of the variety h produced in the Home country at time t+ τ (τ ≥ 0) whenever

the prevailing prices remained unchanged since time t, i.e., whenever Pt+s (h) = P̃t (h) for

all 0 ≤ s ≤ τ . An analogous problem describes the optimal price-setting behavior of the

re-optimizing firms in the Foreign country.

The (before-subsidy) nominal marginal cost in the Home country,MCt, can be expressed

as:

MCt ≡
(
Wt

At

)
, (22)

whereAt is the Home productivity shock. A similar expression holds for the Foreign country’s

(before-subsidy) nominal marginal cost. Productivity shocks are described with the following
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exogenous, bivariate stochastic process:

At = (A)1−δa (At−1)δa
(
A∗t−1

)δa,a∗ eεat , (23)

A∗t = (A)1−δa (At−1)δa,a∗
(
A∗t−1

)δa
eε
a∗
t , (24)(

εat

εa∗t

)
∼ N

((
0

0

)
,

(
σ2
a ρa,a∗σ

2
a

ρa,a∗σ
2
a σ2

a

))
, (25)

where A > 0 is the unconditional mean of the process, −1 < δa < 1 and −1 < δa,a∗ < 1

capture the persistence and cross-country spillovers, and (εut , ε
u∗
t )T is a vector of Gaussian

innovations with a common variance σ2
a > 0 and possibly correlated across both countries

−1 < ρa,a∗ < 1.3

From (21), it follows that the optimal pricing rule P̃t (h) of the re-optimizing firm pro-

ducing variety h in the Home country at time t is given by:

P̃t (h) = (1− φ)Ut

∑+∞

τ=0
(αβ)τ Et

[(
(Ct+τ )−γ

Pt+τ

)
Ỹt,t+τ (h)MCt+τ

]
∑+∞

τ=0
(αβ)τ Et

[(
(Ct+τ )−γ

Pt+τ

)
Ỹt,t+τ (h)

] , (26)

where φ is a time-invariant labor subsidy which is proportional to the net nominal marginal

cost MCt+τ and Ut ≡ θt
θt−1

is the (time-varying) monopolistic competition price mark-up.

An analogous expression can be derived to characterize the optimal pricing rule of the re-

optimizing firm f in the Foreign country P̃t (f). Under monopolistic competition, the price

mark-up acts as a "cost-push" shock (a supply-side shifter) and is treated as a purely exoge-

nous, bivariate stochastic process of the following form:

Ut = (U)1−δu (Ut−1)δu eε
u
t , (27)

U∗t = (U)1−δu (U∗t−1

)δu
eε
u∗
t , (28)(

εut

εu∗t

)
∼ N

((
0

0

)
,

(
σ2
u ρu,u∗σ

2
u

ρu,u∗σ
2
u σ2

u

))
, (29)

where U ≡ θ
θ−1
≥ 1 is its unconditional mean, −1 < δu < 1 captures the persistence, and

(εut , ε
u∗
t )T is a vector of Gaussian innovations with a common variance σ2

u > 0 and possibly

3Only the stochastic process for productivity shocks incorporates cross-country spillovers, i.e., −1 <
δa,a∗ < 1. To be stationary, the associated stochastic process expressed in log-deviations from the steady state
requires that all eigenvalues of the matrix on the lagged vector be inside the unit circle. It is straightforward
to show that stationarity hence implies that |δa + δa,a∗ | < 1 and |δa − δa,a∗ | < 1. This, therefore, constraints
the range of values for which δa,a∗ is well-defined for a given −1 < δa < 1.
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correlated across both countries −1 < ρu,u∗ < 1.

Given the inherent symmetry of the Calvo (1983)-type pricing scheme, then it follows

that P̃t (h) = P̃t for all re-optimizing firms in the Home country and P̃ ∗t (f) = P̃ ∗t for all

re-optimizing firms in the Foreign country. Hence, the indexes h and f themselves become

redundant. Furthermore, the price sub-indexes in both countries corresponding to the bun-

dles of varieties produced locally, PH
t and P F∗

t respectively, evolve according to the following

laws of motion:

(
PH
t

)1−θt
= α

(
PH
t−1

)1−θt
+ (1− α)

(
P̃t

)1−θt
, (30)(

P F∗
t

)1−θt
= α

(
P F∗
t−1

)1−θt
+ (1− α)

(
P̃ ∗t

)1−θt
. (31)

These equations link the current-period price sub-index to the previous-period price sub-

index and to the symmetric pricing decision made by all the firms that re-optimize prices

during the current period. The LOOP holds with full pass-through of the nominal exchange

rate St at the price sub-index level. Therefore, the LOOP suffi ces to relate the dynamics

of the price sub-indexes PH
t and P F∗

t in (30) − (31) to the price sub-indexes of the same

bundles in their export markets PH∗
t and P F

t .

1.3 Monetary (and Fiscal) Policy

Monopolistic competition in price-setting introduces a wedge between prices and marginal

costs in steady state given by U ≡ θ
θ−1
. This distortion arises from the steady-state monop-

olistic competition price mark-up θ
θ−1
. Accordingly, the distortion is implicitly a function of

the steady-state elasticity of substitution across varieties of goods within a country θ > 1.

Home and Foreign governments raise lump-sum taxes from local households within their

borders in order to subsidize labor employment and remove those steady-state price mark-

up distortions. An optimal (time-invariant) labor subsidy φ which is proportional to the

marginal cost and set optimally to be equal to φ ≡ 1
θ
in both countries cancels out in steady

state the monopolistic competition price mark-ups that are present in the pricing rule given

by equation (26) and its Foreign counterpart.

Monetary policy in the Home country follows a Wicksellian-type Taylor (1993) monetary

policy rule. For the Home country, this monetary policy rule can be expressed as:(
1 + it

1 + i

)
=

(
1 + rt
1 + r

)
Et
(

Πt+1

Π

)[(
Πt

Π

)ψπ ( Yt
Y t

)ψx]Mt

M
, (32)
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where it is the short-term nominal interest rate, rt is the natural (real) rate of interest, and

Et (Πt+1) is expected (gross) inflation one quarter ahead. Moreover, ψπ ≥ 1 and ψx ≥ 0

represent the sensitivity of the monetary policy rule to changes in inflation relative to its

target and to the output gap, respectively. Πt ≡ Pt
Pt−1

is the (gross) CPI inflation rate and
Πt
Π
is the corresponding inflation rate in deviations from its steady-state target. Yt denotes

the aggregate output produced in the Home country and, accordingly, Yt
Y t
is the domestic

output gap in levels where Y t is the corresponding potential output that could be achieve

absent all nominal rigidities.

What equation (32) means is that the nominal short-term interest rate tracks the natural

(real) rate of interest when accounting for inflation expectations and that it responds to

inflation deviations from steady state inflation, Πt
Π
, and to the output gap, Yt

Y t
. Fisher’s

equation relates the nominal interest rate to the real interest rate and to expected inflation,

i.e.,

(1 + it) ≡ (1 + rt)Et (Πt+1) , (33)

where rt is the real interest rate. It also follows from Fisher’s equation that the deterministic

steady state real rate (1 + r) = β−1 and the deterministic steady state nominal interest rate(
1 + i

)
are related by it as follows:

(
1 + i

)
≡ (1 + r) Π where Π is the (gross) inflation target

conventionally set to be equal to the steady-state inflation rate and normalized to one (i.e.,

Π = 1). Hence, the monetary policy rule in (32) can be re-expressed in terms of the real

interest rate, rt, as follows:(
1 + rt
1 + r

)
=

(
1 + rt
1 + r

)[(
Πt

Π

)ψπ ( Yt
Y t

)ψx]Mt

M
. (34)

The monetary policy index in (32) or that in (34) takes a more conventional linear form as

in Taylor (1993) once it is log-linearized. The monetary policy index for the Foreign country

is analogous to (32) or (34).

Conventionally, a specification of monetary policy where the nominal policy rate is ex-

plicitly identified as the policy instrument like in (32) is favored in the literature. The

advantage for estimation purposes of that specification is that the policy instrument– the

nominal interest rate– is easily observable. The challenges a policy rule of that sort poses

are that:

(a) It makes it necessary to explicitly consider the role that the (occasionally-binding)

zero-lower bound constraint on nominal short-term rates plays on the implementation of

the policy. The Home country zero-lower bound constraint can be expressed using Fisher’s
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equation in the following terms:

(1 + it) ≡ (1 + rt)Et (Πt+1) ≥ 1. (35)

(b) It narrowly defines the monetary policy trade-offs to the response of one monetary policy

instrument alone (the policy rate, it).

In this paper, I prefer to model monetary policy in relation to the real interest rate

instead as in (34). This is because theory itself suggests that the effects of monetary policy

on the economy work through fluctuations of the real (not the nominal) interest rate and,

therefore, the specification in (34) allows me to remain agnostic about the actual set of policy

instruments or tools that the central bank uses to influence the real rate. Moreover, unlike

what happens with the nominal interest rates, there is no zero-lower bound constraint on

the real interest rate. Hence, using Fisher’s equation to compute the real interest rate with

inflation expectations means that I can implicitly incorporate the impact of the zero-lower

bound constraint on the economy. It also means I can do so without having to take a stand

on the different instruments policymakers would use and, particularly, without excluding

the non-policy-rate tools that the central bank can employ (such as balance sheet policies,

forward guidance).

As I discuss later, not having to add multiple instruments and the zero-lower bound

explicitly is quite useful also in estimating the model. External measures of the current and

expected real interest rate formed by private agents that recognize the zero-lower bound

constraint and the broad toolkit that central banks deploy can help discipline the model

solution to be consistent with those features of monetary policy without incorporating them

explicitly among the structural equilibrium conditions of the model that I estimate.

The challenge of working with real rates instead of nominal rates is that they are not

directly observable. I rely on survey data for the U.S., but obtaining survey-based measures

of the real rate of interest for the rest-of-the-world is a lot more diffi cult because there are

limited sources of survey data for other countries. The reality is that, while in principle it is

a worthwhile consideration, in practice I do not observe policy rates to be close to the zero-

lower bound for the rest-of-the-world aggregate during the sample period of my estimation.

Hence, I make the simplifying assumption that monetary policy is effectively unconstrained

(as if the Foreign counterpart of (35) could be disregarded) and solve the model adding the

Foreign counterpart of the Fisher equation in (35) to tie the unobservable Foreign real rate in

the Foreign country counterpart of (34) to the observed Foreign nominal short-term interest

rate.
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Finally, the Home and Foreign monetary policy shocks, Mt andM∗
t , are described by the

following exogenous, bivariate stochastic process:

Mt = (M)1−δm (Mt−1)δm eε
m
t , (36)

M∗
t = (M)1−δm (M∗

t−1

)δm
eε
m∗
t , (37)(

εmt

εm∗t

)
∼ N

((
0

0

)
,

(
σ2
m ρm,m∗σ2

m

ρm,m∗σ2
m σ2

m

))
, (38)

where M > 0 is its unconditional mean, −1 < δm < 1 captures the persistence of the

process, and (εmt , ε
m∗
t )T is a vector of Gaussian innovations with a common variance σ2

m > 0

and possibly correlated across both countries −1 < ρm,m∗ < 1. Productivity innovations,

"cost-push" shock innovations, and monetary policy shock innovations can be correlated

across countries, but not with each other.

2 Working with the Equilibrium Conditions

2.1 The Zero-Lower Bound Constraint on Interest Rates

The nonlinear system of expectational difference equations that characterizes the solution

to the open-economy model described in the previous section can be cast in the following

canonical form:

fY (Yt,Et (Yt+1) , Xt) = 0, ∀t, (39)

fX (Xt, Xt−1, εt) = 0, ∀t, (40)

where Xt is a column-vector of m > 0 (linearly-independent) exogenous shock processes,

εt is a column-vector of m > 0 exogenous shock innovations, and Yt is a column-vector of

n > 0 endogenous variables. Here, fY (·) is the nonlinear vector function that describes the
relationships implied by the first-order conditions of the optimization problems of households

and firms together with the corresponding market clearing conditions. The vector function

fY (·) has at least as many equations as there are endogenous variables in Yt and all those
equations are binding in every period. The nonlinear vector function fX (·) describes the
shock processes of the model and has the same number of equations as there are (linearly-

independent) exogenous shocks in the vector Xt, all of which hold with equality as well.

Apart from satisfying the system of equations in (39)− (40) with equality, the solution must

11



also satisfy some occasionally-binding constraints of the following form:

g (Yt,Et (Yt+1)) ≥ 0, ∀t, (41)

where the vector function g (·) describes the p > 0 nonlinear but only occasionally-binding

constraints of the model (which, in the economy described here, is just the zero-lower bound

constraint for the Home country central bank in (35)).

Let me denote Ỹ zlb
t ≡

{
Y zlb
t ,Ezlbt

(
Y zlb
t+1

)
,Ezlbt

(
Y zlb
t+2

)
, ...
}
the solution to the constrained

system given by (39)− (40) and (41) for a given set of initial conditions. In here, the vector

Ỹ zlb
t contains not just the path of the endogenous variables subject to occasionally-binding

constraints, Y zlb
t , but also their expectations, Ezlbt

(
Y zlb
t+1

)
. While solving the model with

occasionally-binding constraints such as those in (41) has its challenges, I posit that if the

vector Ỹ zlb
t is observable, then it suffi ces to estimate the model with equations (39) − (40)

alone. If indeed Ỹ zlb
t is observable, the system of equations needed for estimation would

simply be:

fY
(
Y zlb
t ,Ezlbt

(
Y zlb
t+1

)
, Xt

)
= 0, ∀t, (42)

fX (Xt, Xt−1, εt) = 0, ∀t. (43)

In other words, estimation does not require the use of the full system of equations includ-

ing the occasionally-binding constraints (the zero-lower bound constraints) in (41) so long

as the observed data incorporates expectations already shaped by the private agents’and

policymakers’response to those occasionally-binding constraints. Using observed data on

expectations for estimation purposes means that a subset of the equilibrium conditions of

the structural model that does not explicitly include (41) suffi ce in the structural estimation

because observed expectations bind the solution to conform with the impact of occasionally-

binding constraints as reflected on the decisions and expectations of private agents and

policymakers.4

Adding survey data on expectations to the observable set rather than augmenting the

equilibrium conditions in (39) − (40) with equation (41) is suffi cient to obtain model esti-

mates that are consistent with the zero-lower bound constraint given that those expectations

internalize the expected path of an economy that can occasionally become constrained by

the zero-lower bound on the policy rate.5 What would be the problem if I were to use Y zlb
t

4I should note here also that using survey data means that the estimation can also be agnostic about
whether expectations are formed by fully-informed rational expectations (FIRE) agents or not.

5Private agents and policymakers also must form expectations about the exogenous variables, e.g., about
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instead of Ỹ zlb
t as my set of observables in order to estimate a system like that in (42)−(43)?

The problem is that, unless expectations are disciplined by the data to be consistent with

those of private agents aware of the zero-lower bound constraint, the model expectations

will be formed endogenously with no structural constraint enforcing the zero-lower bound

on policy rates. That, therefore, can distort the estimation and empirical inferences that I

derive because the estimated model wants to fit an unconstrained solution on the observable

data Y zlb
t that is known to arise from a data-generating process constrained by the zero-lower

bound. In turn, taking expectations as exogenously given when they are observable circum-

vents this issue without the need of adding equation (41). This is, once again, because those

observed expectations have been shaped and reported by private agents and policymakers

that are aware of the zero-lower bound and that have internalized the likelihood and duration

of zero-lower bound episodes in their views about the future state of the economy.

Using survey data– or even financial data– on expectations is not always possible given

the limited availability of sources which can be a particularly severe concern in open-economy

models such as the one I investigate here. Given that my model develops a two-country setup

for the U.S. (Home country) and for a trade-weighted aggregate of its major trading partners

(Foreign country) where only the former (the U.S.) hits the zero-lower bound in-sample while

the latter (the rest-of-the-world aggregate) is characterized by short-term interest rates well

above zero over the entire sample period, I approximate the model solution with the solution

unconstrained by the Foreign country zero-lower-bound in estimating (42)− (43).

To put it simply, I use survey data for the Home country (U.S.) variables to discipline

the model estimates and inferences to be consistent with the zero-lower bound experience in

the U.S., as U.S. macro forecasts are readily available. However, I let expectations for the

rest-of-the-world aggregate to be determined endogenously. This has the practical advantage

that it does not require me to obtain survey data for all countries in the rest-of-the-world

aggregate which would be not be possible. I believe this approach which uses survey data

only on U.S. macro expectations has only marginal effects on the estimation. After all, as

I discussed earlier, the rest-of-the-world aggregate is far away from the zero-lower bound,

so the likelihood of a zero-lower-bound episode in the Foreign country (rest-of-the-world

aggregate) is rather tiny and, accordingly, the constrained Foreign outcome path must be

close to the Foreign unconstrained one anyway.

productivity shocks. The rationale here is that the zero-lower bound constraint does not affect the private
agents’and policymakers’expectations about exogenous variables such as productivity, it only affects their
expectations of how the economy endogenously responds to those exogenous shocks. For that reason, only
the expectations of the endogenous variables need to be tracked when applying this approach to estimate
the model.
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Given the evidence available in my sample, approximating the constrained solution with

the unconstrained one for the rest-of-the-world aggregate economy appears reasonable as I

do not expect this to introduce significant distortions in the estimation. In what follows, I

adopt this approach and henceforth drop the superscript zlb for ease of notation.

2.2 The Log-Linear Equilibrium Conditions

The canonical system of equations described in (42)− (43) is nonlinear. Here, I use for my

estimation a log-linearization of those equilibrium conditions around the deterministic, zero-

inflation steady state. The log-linearization of (42)−(43) is fairly straightforward and its akin

to that explored in greater detail by Martínez-García and Wynne (2010), Martínez-García

et al. (2012), Martínez-García and Wynne (2014), Martínez-García (2015), and Martínez-

García (2019). For that reason, I refer the interested reader to those sources for the derivation

of the main set of log-linearized equilibrium conditions and instead concentrate here on how

to accommodate the data (including survey data) to estimate those log-linearized equilibrium

conditions.

2.2.1 Main Equilibrium Conditions of the Structural Model

The main equilibrium conditions of the workhorse open-economy New Keynesian model are

log-linearized around a deterministic, zero-inflation steady-state and summarized in Table

1 and Table 2. The deterministic steady state with zero inflation (i.e., with gross inflation

at Π = 1) satisfies that
(
1 + i

)
= (1 + r) Π = 1

β
> 1, given that 0 < β < 1, where i and r

are the nominal and real interest rates in steady state, respectively. Hence, the zero-lower

bound constraint can be occasionally-binding during the transition towards the deterministic

steady state but it is non-binding in the deterministic, zero-inflation steady state itself.

I denote ẑt ≡ ln
(
Zt
Z

)
the deviation of a given variable in logs from its steady state.

I define a vector of endogenous variables in log-deviations from steady state, Ŷt, a vector

of exogenous variables in log-deviations from steady state, X̂t, and a vector of exogenous

shock innovations also in log-deviations from steady state, ε̂t. Hence, the log-linearized

approximation of (42)− (43) can be cast in its linear form as:

MŶt = NEt
(
Ŷt+1

)
+QX̂t, ∀t, (44)

X̂t = AX̂t−1 +Bε̂t, ∀t, (45)

where M , N , Q, A, and B are conforming matrices. This specification is also supplemented
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with the following auxiliary equations:

Ŷ o
t = HY1Ŷt +HY2Et

(
Ŷt+1

)
+HXX̂t, ∀t, (46)

Esurveyt

(
Ŷ g
t+1

)
= Et

(
Ŷ g
t+1

)
+ ô1

t , ∀t, (47)

Esurveyt

(
Ŷ g
t+2

)
= Et

(
Ŷ g
t+2

)
+ ô2

t , ∀t, (48)

... (49)

where ̂̃Y o

t ≡
(
Ŷ o
t ,E

survey
t

(
Ŷ g
t+1

)
,Esurveyt

(
Ŷ g
t+2

)
, ...
)T
. Here, Ŷ o

t is a vector of endogenous

variables other than those included in Ŷt that can be described as a linear mapping of{
Ŷt,Et

(
Ŷt+1

)
, X̂t

}
. Esurveyt

(
Ŷ g
t+1

)
is a vector of the survey data on expectations for some

or all of the endogenous variables of the model, that is, for Ŷ g
t ⊆

{
Ŷt, Ŷ

o
t

}
. Esurveyt

(
Ŷ g
t+1

)
corresponds to the vector of endogenous expectation counterparts Et

(
Ŷ g
t+1

)
, but allowing

for some measurement error ô1
t in the form of i.i.d. (uncorrelated) white noise. Similarly for

Esurveyt

(
Ŷ g
t+2

)
or any other expectations of the endogenous variables more than two periods

ahead. Finally, I define the vector of observables as a subset of all endogenous variables, i.e.,̂̃
Y
obs

t ≡
(
Ŷ obs
t ,Esurveyt

(
Ŷ g
t+1

)
,Esurveyt

(
Ŷ g
t+2

)
, ...
)T
where Ŷ obs

t ⊆
{
Ŷt, Ŷ

o
t

}
.

As laid out in Table 1 and Table 2, the core endogenous variables of the model include:

π̂t and π̂
∗
t which denote Home and Foreign inflation (quarter-over-quarter changes in the

consumption-based price index) respectively, x̂t and x̂∗t which define the Home and Foreign

output gaps (deviations of output from its frictionless level), and r̂t and r̂∗t which are the

Home and Foreign one-period real interest rates. The exogenous variables include three

types of country-specific, exogenous shocks: Home and Foreign productivity shocks, ât and

â∗t , Home and Foreign cost-push shocks, ût and û
∗
t , and Home and Foreign monetary policy

shocks (shocks to the monetary policy rule), m̂t and m̂∗t .

Apart from that, Table 1 also describes the frictionless equilibrium (potential) allocation

that arises under flexible prices and under perfect competition in the goods markets. I denote

ẑt ≡ ln
(
Zt
Z

)
the deviation of an endogenous potential variable in logs from its steady-state

value.6 The frictionless model and the benchmark model with nominal rigidities are subject

to the same realization of each of the exogenous shocks. It follows from the characterization

of the frictionless model that neither the monetary policy rule nor monetary shocks have

an impact on any of the real variables of the model (i.e., they don’t have an impact on

6Under the assumption that each country’s government implements an optimal labor subsidy to remove
the price mark-up distortions in equilibrium which I have introduced earlier, the steady state of the frictionless
and benchmark models is identical.

15



either potential output or the natural (real) interest rate). Moreover, because monetary

policy neutrality holds both in the short- and long-run in the frictionless case, the zero-lower

bound on the nominal interest rate is also irrelevant to determine output potential and the

natural rate of interest. In other words, the zero-lower bound constraint only affects the

real-side short-run dynamics of the economy in the presence of nominal rigidities.

Cost-push shocks also drop out whenever prices are set in perfectly competitive goods

markets with flexible prices and that is why only productivity shocks affect the frictionless

allocation. The natural rates, r̂t and r̂
∗
t , are expressed as a function of expected changes in

Home and Foreign potential output growth. Potential output for each country, ŷt and ŷ
∗
t ,

is a function of the Home and Foreign productivity shocks alone, ât and â∗t . By extension,

the natural rate in each country is determined by the dynamics of productivity and, due to

openness to trade, that involves both Home and Foreign productivity shocks.7 Moreover,

as seen in Table 1, productivity shocks enter into the model dynamics only through their

impact on the dynamics of the natural rates, r̂t and r̂
∗
t , and on the dynamics of the potential

output, ŷt and ŷ
∗
t , in the frictionless equilibrium.

The basic structure of the two-country New Keynesian model with monopolistic competi-

tion in prices and with staggered price setting à la Calvo (1983) summarized in Table 1 and

Table 2 provides a tractable open-economy environment under monetary non-neutrality,

subject to country-specific shocks. It should be noted that the basic structure provided

by the equilibrium conditions of the model in Table 1 describes the dynamics of the two-

country economy with three equations for each country: an open-economy Phillips curve, an

open-economy dynamic IS equation, and a Wicksellian-type Taylor (1993) rule for monetary

policy. This workhorse open-economy model nests the three-equation, closed-economy pop-

ularized by Woodford (2003) and Galí (2008) as a limiting case when the degree of openness

parameter ξ is set to zero.8

7The natural rates do not necessarily equalize across countries because Home-product bias in consumption
implies different consumption baskets for the Home and Foreign countries and that generally prevents cross-
country equalization in response to shocks that are, by their very own nature, country-specific. To be precise,
only in a knife-edge situation where both the Home and Foreign households’share of domestic and imported
goods coincides with the share of locally-produced goods (which is 1

2 in the model), the Home and Foreign
natural rates would equalize.

8This framework can be generalized to include backward-looking terms as well. For a method to solve
linear rational expectations models with backward-looking and forward-looking terms, see Martínez-García
(2020a).
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Table 1 - Open-Economy New Keynesian Model

Home Economy

Phillips curve π̂t ≈ βEt (π̂t+1) + Φ (ϕ+ γ) [κx̂t + (1− κ) x̂∗t + (1− ξ) ût + ξû∗t ]

Dynamic IS equation γ (Et (x̂t+1)− x̂t) ≈ Ω
[̂
it − Et (π̂t+1)− r̂t

]
+ (1− Ω)

[̂
i∗t − Et

(
π̂∗t+1

)
− r̂∗t

]
Monetary policy ît ≈ r̂t + Et (π̂t+1) + ψππ̂t + ψxx̂t + m̂t

Natural interest rate r̂t ≈ γ
[
Θ
(
Et
(
ŷt+1

)
− ŷt

)
+ (1−Θ)

(
Et
(
ŷ
∗
t+1

)
− ŷ∗t

)]
Potential output ŷt ≈

(
1+ϕ
γ+ϕ

)
[Λât + (1− Λ) â∗t ]

Production function ŷt ≈ ât + l̂t

Output definition ŷt ≡ ŷt + x̂t

Fisher equation ît ≈ r̂t + Et (π̂t+1)

Foreign Economy

Phillips curve π̂∗t ≈ βEt
(
π̂∗t+1

)
+ Φ (ϕ+ γ) [(1− κ) x̂t + κx̂∗t + ξût + (1− ξ) û∗t ]

Dynamic IS equation γ
(
Et
(
x̂∗t+1

)
− x̂∗t

)
≈ (1− Ω)

[̂
it − Et (π̂t+1)− r̂t

]
+ Ω

[̂
i∗t − Et

(
π̂∗t+1

)
− r̂∗t

]
Monetary policy î∗t ≈ r̂

∗
t + Et

(
π̂∗t+1

)
+ ψππ̂

∗
t + ψxx̂

∗
t + m̂∗t

Natural interest rate r̂
∗
t ≈ γ

[
(1−Θ)

(
Et
(
ŷt+1

)
− ŷt

)
+ Θ

(
Et
(
ŷ
∗
t+1

)
− ŷ∗t

)]
Potential output ŷ

∗
t ≈

(
1+ϕ
γ+ϕ

)
[(1− Λ) ât + Λâ∗t ]

Production function ŷ∗t ≈ â∗t + l̂∗t

Output definition ŷ∗t ≡ ŷ
∗
t + x̂∗t

Fisher equation î∗t ≈ r̂∗t + Et
(
π̂∗t+1

)
Composite Parameters

Ω ≡ (1− ξ)
[

1−2ξ(1−σγ)
1−2ξ

]
, Θ ≡ (1− ξ)

[
1+(σγ−1)(2ξ)

1+(σγ−1)(2ξ)(2(1−ξ))

]
Φ ≡

(
(1−α)(1−βα)

α

)
, Λ ≡ 1 + 1

2

[
( γ
ϕ+γ )(σγ−1)(2ξ)(2(1−ξ))

1+(1− γ
ϕ+γ )(σγ−1)(2ξ)(2(1−ξ))

]
κ ≡ (1− ξ)

[
1− (σγ − 1)

(
γ

ϕ+γ

)(
(2ξ)(1−2ξ)

1+(σγ−1)(2ξ)(2(1−ξ))

)]
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Table 2 - Exogenous, Country-Specific Shocks

Productivity shock

(
ât

â∗t

)
≈
(

δa δa,a∗

δa,a∗ δa

)(
ât−1

â∗t−1

)
+

(
ε̂at

ε̂a∗t

)
(

ε̂at

ε̂a∗t

)
∼ N

((
0

0

)
,

(
σ2
a ρa,a∗σ

2
a

ρa,a∗σ
2
a σ2

a

))

Cost-push shock

(
ût

û∗t

)
≈
(
δu 0

0 δu

)(
ût−1

û∗t−1

)
+

(
ε̂ut

ε̂u∗t

)
(

ε̂ut

ε̂u∗t

)
∼ N

((
0

0

)
,

(
σ2
u ρu,u∗σ

2
u

ρu,u∗σ
2
u σ2

u

))

Monetary shock

(
m̂t

m̂∗t

)
≈
(
δm 0

0 δm

)(
m̂t−1

m̂∗t−1

)
+

(
ε̂mt

ε̂m∗t

)
(

ε̂mt

ε̂m∗t

)
∼ N

((
0

0

)
,

(
σ2
m ρm,m∗σ2

m

ρm,m∗σ2
m σ2

m

))

In general terms, the rationale for each of the constituent parts of the model is as follows:

◦ The open-economy Phillips curve is an equilibrium condition that fleshes out the global
slack hypothesis, that is, the idea that in a world open to trade, the relevant trade-off for

monetary policy is between local inflation and global (rather than local) slack. Martínez-

García (2019) provides further discussion on the open-economy Phillips curve and its role in

the benchmark model.

◦ The open-economy IS curve ties the evolution of the output gap (the deviation of
actual output from its frictionless potential) to both Home and Foreign demand through

the real interest rate wedge of both countries. Nominal rigidities introduce an intertemporal

wedge between the actual real interest rate (the opportunity cost of consumption today

versus consumption tomorrow) and the natural (real) rate of interest (the opportunity cost of

consumption today versus consumption tomorrow in an economy where all nominal rigidities

are absent).9

◦ The Home and Foreign monetary policy rules complete the specification. Monetary
policy is modeled with a Wicksellian-type Taylor (1993) rule that tracks the local natural

rate of interest and reacts to local conditions as determined by each country’s inflation

9Aggregate demand in the benchmark deviates from aggregate demand in the frictionless equilibrium
whenever each country’s real interest rate deviates from its natural (real) rate inducing differences between
the consumption patterns in the benchmark and the frictionless cases at a given point in time. That, in
turn, induces deviations of output from its potential as well.
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deviations from steady state and by its output gap.

As mentioned before, the productivity shocks, ât and â∗t , enter into the model solely

through the potential output, ŷt and ŷ
∗
t , and through the natural rates of interest, r̂t and r̂

∗
t ,

in Table 1. Combining the equations that describe potential output in both countries with

those for the natural rate, it follows that Home and Foreign natural rates can be re-expressed

in terms of Home and Foreign productivity growth as follows:

r̂t ≈ γ

(
1 + ϕ

γ + ϕ

)[
(ΘΛ + (1−Θ) (1− Λ)) (Et [ât+1]− ât) + ...

(1− (ΘΛ + (1−Θ) (1− Λ)))
(
Et
[
â∗t+1

]
− â∗t

) ] , (50)

r̂
∗
t ≈ γ

(
1 + ϕ

γ + ϕ

)[
(1− (ΘΛ + (1−Θ) (1− Λ))) (Et [ât+1]− ât) + ...

(ΘΛ + (1−Θ) (1− Λ))
(
Et
[
â∗t+1

]
− â∗t

) ]
, (51)

where the composite coeffi cients Θ and Λ are described in Table 1. In the case where

preferences are autarkic and the degree of openness parameter ξ is set to zero, then the

natural rate of interest in each country is proportional to the expected productivity growth

of that country, i.e., r̂t ≈ γ
(

1+ϕ
γ+ϕ

)
(Et [ât+1]− ât) and r̂

∗
t ≈ γ

(
1+ϕ
γ+ϕ

) (
Et
[
â∗t+1

]
− â∗t

)
. Here,

the scaling factor γ
(

1+ϕ
γ+ϕ

)
depends solely on the inverse of the intertemporal elasticity of

substitution γ > 0 and the inverse of the Frisch elasticity of labor supply ϕ > 0. However,

when households have preferences over Foreign as well as Home varieties (i.e., when 0 < ξ <

1), it is no longer necessarily the case that a decline in the Home natural rate is the result

of a slowdown in Home productivity as this can also be influenced by Foreign productivity

growth.

In equations (50) − (51), apart from the same preference parameters γ > 0 and ϕ >

0, the weights on Home and Foreign productivity growth also depend on two additional

preference parameters related to the "trade channel" in the benchmark model: (1) the

degree of openness (steady state import share) parameter 0 < ξ < 1 itself; and, (2) the

elasticity of substitution between Home and Foreign goods (that is, the trade elasticity)

σ > 0. Implicitly, these four preference parameters can be described also with γ, ξ, and

the composites
(

γ
γ+ϕ

)
, and σγ. To illustrate the direct effect of Home and Foreign expected

productivity growth, the top panel of Figure A1 plots the weights that linearly map the Home

and Foreign productivity growth into the Home natural rate given by equation (50) scaled

by γ
(

1+ϕ
γ+ϕ

)
. These scaled weights are plotted over a grid of points for plausible values in the

parameter space for ξ,
(

γ
γ+ϕ

)
, and σγ, otherwise taking as given the point estimates of the
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benchmark model reported by Martínez-García (2020b) for all other structural parameters.10

One can see from the top panel of Figure A1 that, given γ and ϕ, the magnitude of these

weights varies with the degree of openness, ξ, and with the trade elasticity, σ. In the case

where σγ = 1, the weight of Home productivity growth on the Home natural rate declines

linearly with the degree of openness parameter ξ while the weight of Foreign productivity

increases linearly with the degree of openness. However, it is not just the import share ξ but

the trade-related parameter of the model– the trade elasticity σ which captures the strength

of endogenous risk-sharing and cross-country propagation in the model– that matter. An

important implication is that the weight on Foreign productivity growth is larger (and,

correspondingly, the weight on Home productivity growth smaller) when σγ > 1 than in the

knife-edge case where σγ = 1. The opposite holds whenever 0 < σγ < 1. Hence, the trade

elasticity parameter σ plays a crucial role that can result in Foreign productivity growth

becoming more prominent in driving the path of the natural rate of interest than the degree

of openness implied by the parameter ξ alone would otherwise suggest.

Assuming productivity shocks follow the stationary bivariate VAR(1) process posited in

Table 2, then the natural rate of interest can be expressed in terms of the Home and Foreign

productivity in levels as follows:

r̂t ≈ γ

(
1 + ϕ

γ + ϕ

)[
((ΘΛ + (1−Θ) (1− Λ)) (δa − 1) + (1− (ΘΛ + (1−Θ) (1− Λ))) δa,a∗) ât + ...

((ΘΛ + (1−Θ) (1− Λ)) δa,a∗ + (1− (ΘΛ + (1−Θ) (1− Λ))) (δa − 1)) â∗t

]
,(52)

r̂
∗
t ≈ γ

(
1 + ϕ

γ + ϕ

)[
((ΘΛ + (1−Θ) (1− Λ)) δa,a∗ + (1− (ΘΛ + (1−Θ) (1− Λ))) (δa − 1)) ât + ...

((ΘΛ + (1−Θ) (1− Λ)) (δa − 1) + (1− (ΘΛ + (1−Θ) (1− Λ))) δa,a∗) â
∗
t

]
.(53)

What these formulas show is that the impact and even the sign of a productivity shock on

the natural rate is going to depend on more than the preference parameters of the model for

the role they play on the strength of the endogenous "trade channel." In fact, these formulas

show that it depends also on the structure of the productivity shock process that I assume.

To be more precise, it depends on the persistence of the productivity shock, δa, but also on

the technological diffusion parameter, δa,a∗.

Whenever there is no technological diffusion across countries and δa,a∗ = 0, then it follows

from equations (52) − (53) that a higher productivity (either Home or Foreign) lowers the

natural rate of interest so long as 0 < (ΘΛ + (1−Θ) (1− Λ)) < 1 given that the persistence

parameter must satisfy that δa < 1. Whenever technological diffusion is a feature of the

10Although Figure A1 plots only the weights for the Home natural rate of interest, the Foreign natural
rate is symmetric and, therefore, the features of the plot apply equally to the Foreign natural rate.
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economy and 0 < (ΘΛ + (1−Θ) (1− Λ)) < 1, an increase in Foreign productivity can either

raise or lower the Home natural rate depending on the sign and magnitude of the parameter

δa,a∗ as this exogenous feature influences decidedly the cross-country exogenous propagation

of the productivity shocks. I sometimes refer to this as the exogenous "technological diffusion

channel" of propagation. However, it should be noted that for a given value of δa,a∗ the

contribution of the Foreign shocks may, particularly in magnitude, can be quite different

(and even close to zero) depending on the values of the other preference parameters that

affect the endogenous "trade channel," as can be seen in the bottom panel of Figure A1.

The weights plotted in the bottom panel of Figure A1 describe a range of gridpoints

for plausible values in the parameter space for ξ,
(

γ
γ+ϕ

)
, and σγ, otherwise taking as given

the point estimates of the benchmark model used by Martínez-García (2020b) for all other

structural parameters. If the trade-related parameters of the benchmark model lie within

the range of plausible values for the U.S. indicated by the black bars in both panels of Figure

A1, then I cannot rule out that Foreign productivity may have only a modest contribution to

the determination of the Home natural rate (and similarly for the Home productivity on the

Foreign natural rate). In that case, even though the economy postulated in the benchmark

model is in fact open to trade, the functional form of the open-economy (0 < ξ < 1) natural

rate becomes not too dissimilar from that of the closed-economy (ξ = 0) natural rate.11

The equations in (52) − (53) together with the VAR(1) specification for the productivity

shocks introduced in Table 2 can be used to show the deep linkages between the exogenous

productivity shock process and the model-consistent natural rates of interest. As can be seen

in the following proposition, the analytical solution of the natural rate for both countries

can be characterized and inherits some of its properties from the VAR(1) structure of the

productivity shock process.

Structural preference parameters only influence the variance-covariance structure as fol-

lows:

11Other features of the economy not directly related to trade openness can have a sizeable effect on my
assessment of the role that the "trade channel" and cross-country technological diffusion play on the natural
rate. For instance, the inverse of the Frisch elasticity of labor supply, ϕ, captures an important aspect
of how local labor markets operate. In this two-country model, the Frisch elasticity parameterization has
undoubtedly a major impact on the magnitudes of the effects on the natural rate, as can be judged in Figure
A1.
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Proposition 1 The natural rates of interest in (52)−(53) inherit the dynamics and features

of the productivity shock process in Table 2 and behave as a VAR(1) process of the following

form: (
r̂t

r̂
∗
t

)
≈

(
δa δa,a∗

δa,a∗ δa

)(
r̂t−1

r̂
∗
t−1

)
+

(
ε̂rt

ε̂r∗t

)
, (54)(

ε̂rt

ε̂r∗t

)
∼ N

((
0

0

)
,

(
σ2
r ρr,r∗σ

2
r

ρr,r∗σ
2
r σ2

r

))
, (55)

where

σ2
r ≡ σ2

aγ
2

(
1 + ϕ

γ + ϕ

)2 (
(Π1)2 + 2ρa,a∗Π1Π2 + (Π2)2) , (56)

ρr,r∗ ≡
ρa,a∗ (Π1)2 + 2Π1Π2 + ρa,a∗ (Π2)2

(Π1)2 + 2ρa,a∗Π1Π2 + (Π2)2 . (57)

Here, the composite coeffi cients

Π1 ≡ δa,a∗ − (1− ξ)

 1 +
(

1− γ
ϕ+γ

)
(σγ − 1) (2ξ)

1 +
(

1− γ
ϕ+γ

)
(σγ − 1) (2ξ) (2 (1− ξ))

 (δa,a∗ + 1− δa) , (58)

Π2 ≡ (δa − 1) + (1− ξ)

 1 +
(

1− γ
ϕ+γ

)
(σγ − 1) (2ξ)

1 +
(

1− γ
ϕ+γ

)
(σγ − 1) (2ξ) (2 (1− ξ))

 (δa,a∗ + 1− δa) ,(59)

influence the volatility and the cross-country correlation of the corresponding natural rate

innovations, σ2
r and ρr,r∗ respectively.

This result follows after some tedious algebra once one recognizes that (52) − (53) is

just a linear mapping of the vector of productivity shocks (ât, â
∗
t ) into the vector of natural

rates
(
r̂t, r̂

∗
t

)
. Notice that not only the persistence and cross-country spillover parameters,

δa and δa,a∗ respectively, are directly inherited by the stochastic process for the Home and

Foreign natural rates, but they also enter into the natural rate variance-covariance structure

described by (56)− (59).

At any rate, all of these findings on the endogenous natural rate come to show the inherent

diffi culties associated with identifying and interpreting the role of the "trade channel" and
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NOTE: The bar with black margins indicates the 95 percent confidence interval around the estimated import share parameter ξ. 
The point estimate for σγ is about 2.5 while that of the ratio (γ/(ϕ+γ)) is 0.58. I parameterize the domestic and foreign weights 
otherwise with the estimated parameter values recovered from the model. Notably, this implies that γ = 6.0751, δa = 0.8649, and 
also that exogenous technological diffusion is set at δa,a* = -0.0087. The solid lines refer to the domestic weights while the 
dotted lines represent the corresponding foreign weights. 
SOURCES: author's calculations.

Figure A1. The Weights on the Domestic Natural Rate

A. Weights of Domestic and Foreign Productivity Growth

B. Weights of Domestic and Foreign Productivity Levels
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This figure plots the corresponding composite coeffi cients derived under the posterior point estimates re-
covered for the benchmark model as reported in Martínez-García (2020b). The dotted lines represent the
composite coeffi cient on foreign productivity while the solid lines are the corresponding composite coeffi cient
on domestic productivity. The bar with black margins indicates the 95 confidence interval estimated for the
degree of openness parameter ξ. While different combinations of the parameter values are explored in these
plots, the point estimate for σγ is close to 2.5 while the point estimate for the ratio (γ/(γ + ϕ)) is 0.58. I
use Matlab 7.13.0.564 and Dynare v4.2.4 for the stochastic simulation that produces these results.
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of "technological diffusion" on the natural rate. And, therefore, all of this also illustrates the

potential for weak identification problems to arise in bringing the workhorse open-economy

New Keynesian model to the data.

2.2.2 Expectations-Augmented Equilibrium Conditions

Here I describe in four simple steps how the equilibrium conditions summarized in Table 1

and Table 2 are adapted for the estimation when the vector of observables includes macro

variables and survey data on expectations about the future state of the economy:

First Step. Using the Fisher equation given in Table 1, I re-express the Phillips curve,

the dynamic IS equation, and the monetary policy rule for the Home country as follows:

π̂t ≈ βEt (π̂t+1) + Φ (ϕ+ γ) [κx̂t + (1− κ) x̂∗t + (1− ξ) ût + ξû∗t ] , (60)

γ (Et (x̂t+1)− x̂t) ≈ −Ωr̂gapt − (1− Ω) r̂∗gapt , (61)

−r̂gapt ≈ ψππ̂t + ψxx̂t + m̂t, (62)

and, similarly, for the Foreign country as:

π̂∗t ≈ βEt
(
π̂∗t+1

)
+ Φ (ϕ+ γ) [(1− κ) x̂t + κx̂∗t + ξût + (1− ξ) û∗t ] , (63)

γ
(
Et
(
x̂∗t+1

)
− x̂∗t

)
≈ − (1− Ω) r̂gapt − Ωr̂∗gapt , (64)

−r̂∗gapt ≈ ψππ̂
∗
t + ψxx̂

∗
t + m̂∗t , (65)

where I define the deviations of the natural rate from its corresponding real interest rate in

the Home and Foreign country as r̂gapt ≡
(
r̂t − r̂t

)
and r̂∗gapt ≡

(
r̂
∗
t − r̂∗t

)
, respectively. Given

the set of equations in (60)−(65), I can re-express the vector of endogenous variables Ŷt to be

Ŷt = (π̂t, π̂
∗
t , x̂t, x̂

∗
t , r̂

gap
t , r̂∗gapt )

T . Equations (60)−(65) are the counterpart of the general-form

representation equations in (44). The shock processes in Table 2 together with the equations

for the natural rate and for output potential in Table 1 correspond to the benchmark model’s

particular representation of the general-form in equation (45). Therefore, the vector of

the exogenous shock processes and their corresponding vector of shock innovations can be

written here as X̂t =
(
r̂t, r̂

∗
t , ŷt, ŷ

∗
t , ât, â

∗
t , ût, û

∗
t , m̂t, m̂

∗
t

)T
and ε̂t = (ε̂at , ε̂

a∗
t , ε̂

u
t , ε̂

u∗
t , ε̂

m
t , ε̂

m∗
t )

T ,

respectively.

Output gap and the real interest rate gap are expressed in deviations from their fric-

tionless counterparts which inflation is expressed in deviations from the zero-net-inflation
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deterministic steady state (which is the central bank’s target). Hence, if the trends present

in the data for inflation, for output, and for the real interest rate are unaffected by the

presence or lack thereof of nominal rigidities, it follows that none of the variables in Ŷt

ought to be affected by those data trends either as they cancel out since all variables in

Ŷt are constructed in deviations. Accordingly, what equations (60) − (65) and the vector

Ŷt = (π̂t, π̂
∗
t , x̂t, x̂

∗
t , r̂

gap
t , r̂∗gapt )

T describe is a system of 3 equations and 3 unknown variables

per country which is stationary and unaffected by data trends. This is perfectly consis-

tent with theory and points out that, after all, the benchmark model posited here is agnostic

about trends. Trends which do appear in the data are taken into account via the observation

equations and, therefore, outside the model, as I discuss later in more detail.

Second Step. The characterization of the cost-push shocks, ût and û∗t , and the monetary

policy shocks, m̂t and m̂∗t , follows directly from the processes in Table 2. The productivity

shocks, ât and â∗t , reported in Table 2 do not directly affect the benchmark model equations

in (60)− (65) but instead feed through their impact on the potential (frictionless) allocation.

The following linear mappings derived earlier describe the relationships for the Home country:

r̂t ≈ γ

(
1 + ϕ

γ + ϕ

)[
((ΘΛ + (1−Θ) (1− Λ)) (δa − 1) + (1− (ΘΛ + (1−Θ) (1− Λ))) δa,a∗) ât + ...

((ΘΛ + (1−Θ) (1− Λ)) δa,a∗ + (1− (ΘΛ + (1−Θ) (1− Λ))) (δa − 1)) â∗t

]
,(66)

ŷt ≈
(

1 + ϕ

γ + ϕ

)
[Λât + (1− Λ) â∗t ] , (67)

as well as for the Foreign country:

r̂
∗
t ≈ γ

(
1 + ϕ

γ + ϕ

)[
((ΘΛ + (1−Θ) (1− Λ)) δa,a∗ + (1− (ΘΛ + (1−Θ) (1− Λ))) (δa − 1)) ât + ...

((ΘΛ + (1−Θ) (1− Λ)) (δa − 1) + (1− (ΘΛ + (1−Θ) (1− Λ))) δa,a∗) â
∗
t

]
,(68)

ŷ
∗
t ≈

(
1 + ϕ

γ + ϕ

)
[(1− Λ) ât + Λâ∗t ] , (69)

in terms of the Home and Foreign productivity levels, ât and â∗t . I can re-write the natural

rates in both countries more compactly as:

r̂t ≈ γ

(
1 + ϕ

γ + ϕ

)[(
δa,a∗ + ΘΛ (δa − δa,a∗ − 1)

)
ât +

(
(δa − 1)−ΘΛ (δa − δa,a∗ − 1)

)
â∗t
]
,(70)

r̂
∗
t ≈ γ

(
1 + ϕ

γ + ϕ

)[(
(δa − 1)−ΘΛ (δa − δa,a∗ − 1)

)
ât +

(
δa,a∗ + ΘΛ (δa − δa,a∗ − 1)

)
â∗t
]
,(71)

25



where I define the composite coeffi cientΘΛ to beΘΛ ≡ (ΘΛ + (1−Θ) (1− Λ)). Hence, given

this, the general-form equation (46) for my benchmark model must include equations (67),

(69), (70), and (71), together with the shock processes for productivity shocks, cost-push

shocks, and monetary policy shocks already described in Table 2.

Apart from Home and Foreign inflation, π̂t and π̂
∗
t , the other variables in the endogenous

vector Ŷt are not observable because they depend on the unobservable output potential and

the unobservable natural rate of interest. Hence, a number of additional equations have to

be included to map these unobservable endogenous variables to observable endogenous ones

for the estimation. In particular, I use the production function and the output definition

in Table 1 to relate the output gap of the Home and Foreign country, x̂t and x̂∗t , to the

corresponding labor productivity measures, ŷt − l̂t and ŷ∗t − l̂∗t respectively, where l̂t denotes
Home labor and l̂∗t Foreign labor. To do this, I use the output definition to recover Home

and Foreign output, ŷt and ŷ∗t , as follows:

ŷt ≡ ŷt + x̂t, (72)

ŷ∗t ≡ ŷ
∗
t + x̂∗t . (73)

Then, given the linear-in-labor production technology assumed in the benchmark model,

labor productivity is simply expressed as:

ŷt − l̂t ≈ ât, (74)

ŷ∗t − l̂∗t ≈ â∗t . (75)

Equations (72)− (73) and (74)− (75) are included as part of the general-form equation (46).

Equations (74) − (75) are particularly important because labor productivity is observable

and equates with the benchmark model’s productivity shocks. Hence, that means in effect

that Home and Foreign productivity, ât and â∗t , can be identified using Home and Foreign

labor productivity, ŷt− l̂t and ŷ∗t − l̂∗t , as observables. Using measured labor productivity as
an observable instead of simply using output has also the added advantage that it implicitly

controls for population growth as well, something on which the model itself is clearly silent.

Furthermore, the Fisher equations given in Table 1 define the Home and Foreign real

rates of interest, r̂t and r̂∗t , as:

r̂t ≈ ît − Et (π̂t+1) , (76)

r̂∗t ≈ î∗t − Et
(
π̂∗t+1

)
. (77)
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It follows from the definition of the Home and Foreign natural (real) interest rate gap, r̂gapt

and r̂∗gapt , that the Home and Foreign natural rates of interest, r̂t and r̂∗t , can be written as

follows:

r̂t ≡ r̂t − r̂gapt , (78)

r̂∗t ≡ r̂
∗
t − r̂

∗gap
t . (79)

Given equations (76) − (77) and (78) − (79), the Home and Foreign short-term nominal

interest rates, ît and î∗t , can be re-expressed in the following terms:

ît ≈ r̂t − r̂gapt + Et (π̂t+1) , (80)

î∗t ≈ r̂
∗
t − r̂

∗gap
t + Et

(
π̂∗t+1

)
, (81)

where equations (76) − (77), (78), and (81) are also added to the general-form given by

equation (46).

An implication of equations (80) − (81) is that the Home and Foreign natural rates of

interest can also be described as:

r̂t ≈ ît − Et (π̂t+1) + r̂gapt , (82)

r̂
∗
t ≈ î∗t − Et

(
π̂∗t+1

)
+ r̂∗gapt , (83)

which means that the natural rate of interest equals the Home and Foreign real rate of

interest, r̂t ≈ ît − Et (π̂t+1) and r̂∗t ≈ î∗t − Et
(
π̂∗t+1

)
, plus the stationary fluctuations of the

corresponding Home and Foreign real rate gaps, r̂gapt and r̂∗gapt , which are determined by the

equilibrium conditions of the benchmark model (i.e., by the set of equations in (60) − (65)

which pins down Ŷt = (π̂t, π̂
∗
t , x̂t, x̂

∗
t , r̂

gap
t , r̂∗gapt )

T ). Hence, if I observe the Home real rate

r̂t ≈ ît − Et (π̂t+1), then I can infer the Home natural rate of interest simply by adding the

Home natural rate gap r̂gapt recovered with the estimated benchmark model to it.

Finally, equations (76) − (77), (78), and (81) provide another pair of observable vari-

ables for the estimation: the Home short-term real interest rate and the Foreign short-

term nominal interest rate, r̂t and î∗t respectively. Here I am already anticipating the fact

that I observe survey data on the Home country inflation expectations, Et (π̂t+1), and I

also observe the Home short-term nominal interest rate, ît. Hence, I can construct the

Home real rate implied by the Fisher equation in (76), r̂t, to be used as one of my ob-

servables using those two observable series. Hence, the vector of endogenous variables Ŷt is
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Ŷt = (π̂t, π̂
∗
t , x̂t, x̂

∗
t , r̂

gap
t , r̂∗gapt )

T , the vector of other endogenous variables Ŷ o
t is given by

Ŷ o
t =

(
r̂t, r̂

∗
t , ŷt, ŷ

∗
t , ŷt, ŷ

∗
t , ŷt − l̂t, ŷ∗t − l̂∗t , r̂t, r̂∗t , ît, î∗t

)T
, and the vector of observables for the

benchmark model (not including expectations) is
(
π̂t, π̂

∗
t , ŷt − l̂t, ŷ∗t − l̂∗t , r̂t, î∗t

)T
⊂ Ŷ obs

t ⊆{
Ŷt, Ŷ

o
t

}
.

Third Step. I can re-write the system of equations in (60)− (65) replacing out the defin-

itions r̂gapt ≡
(
r̂t − r̂t

)
and r̂∗gapt ≡

(
r̂
∗
t − r̂∗t

)
as follows:

π̂t ≈ βEt (π̂t+1) + Φ (ϕ+ γ) [κx̂t + (1− κ) x̂∗t + (1− ξ) ût + ξû∗t ] , (84)

γ (Et (x̂t+1)− x̂t) ≈ Ω
(
r̂t − r̂t

)
+ (1− Ω)

(
r̂∗t − r̂

∗
t

)
, (85)

r̂t ≈ r̂t + ψππ̂t + ψxx̂t + m̂t, (86)

π̂∗t ≈ βEt
(
π̂∗t+1

)
+ Φ (ϕ+ γ) [(1− κ) x̂t + κx̂∗t + ξût + (1− ξ) û∗t ] , (87)

γ
(
Et
(
x̂∗t+1

)
− x̂∗t

)
≈ (1− Ω)

(
r̂t − r̂t

)
+ Ω

(
r̂∗t − r̂

∗
t

)
, (88)

r̂∗t ≈ r̂
∗
t + ψππ̂

∗
t + ψxx̂

∗
t + m̂∗t . (89)

Moreover, the Home and Foreign natural rates, r̂t and r̂
∗
t , are a linear mapping of the Home

and Foreign productivity shocks, ât and â∗t , as shown in equations (70) − (71). Given this,

it is possible to write the system of equilibrium conditions for inflation and the output gap

in matrix form as follows:
1 0 −Φ (ϕ+ γ)κ −Φ (ϕ+ γ) (1− κ)

0 1 −Φ (ϕ+ γ) (1− κ) −Φ (ϕ+ γ)κ

0 0 1 0

0 0 0 1




π̂t

π̂∗t

x̂t

x̂∗t

 =


β 0 0 0

0 β 0 0

0 0 1 0

0 0 0 1



Et (π̂t+1)

Et
(
π̂∗t+1

)
Et (x̂t+1)

Et
(
x̂∗t+1

)

+ ...


0 0

0 0

− 1
γ
Ω − 1

γ
(1− Ω)

− 1
γ

(1− Ω) − 1
γ
Ω


(
r̂t

r̂∗t

)
+ ...


0 0 Φ (1 + ϕ) (1− ξ) Φ (1 + ϕ) ξ

0 0 Φ (1 + ϕ) ξ Φ (1 + ϕ) (1− ξ)(
1+ϕ
γ+ϕ

)
∆a,a∗

1

(
1+ϕ
γ+ϕ

)
∆a,a∗

2 0 0(
1+ϕ
γ+ϕ

)
∆a,a∗

2

(
1+ϕ
γ+ϕ

)
∆a,a∗

1 0 0




ât

â∗t

ût

û∗t

 ,
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where I define the composite coeffi cients∆a,a∗

1 ≡ δa,a∗+
(
(1− Ω)

(
1−ΘΛ

)
+ ΩΘΛ

)
(δa − δa,a∗ − 1)

and ∆a,a∗

2 ≡ (δa − 1) −
(
(1− Ω)

(
1−ΘΛ

)
+ ΩΘΛ

)
(δa − δa,a∗ − 1). More compactly, I can

express this system of equations as:
π̂t

π̂∗t

x̂t

x̂∗t

 =


β 0 Φ (ϕ+ γ)κ Φ (ϕ+ γ) (1− κ)

0 β Φ (ϕ+ γ) (1− κ) Φ (ϕ+ γ)κ

0 0 1 0

0 0 0 1



Et (π̂t+1)

Et
(
π̂∗t+1

)
Et (x̂t+1)

Et
(
x̂∗t+1

)

+ ...


−Φ (ϕ+ γ) 1

γ
[κΩ + (1− κ) (1− Ω)] −Φ (ϕ+ γ) 1

γ
[κ (1− Ω) + (1− κ) Ω]

−Φ (ϕ+ γ) 1
γ

[κ (1− Ω) + (1− κ) Ω] −Φ (ϕ+ γ) 1
γ

[κΩ + (1− κ) (1− Ω)]

−Ω
γ

− 1
γ

(1− Ω)

− 1
γ

(1− Ω) −Ω
γ


(
r̂t

r̂∗t

)
+ ...


Φ (1 + ϕ) ∆κ

1 Φ (1 + ϕ) ∆κ
2 Φ (1 + ϕ) (1− ξ) Φ (1 + ϕ) ξ

Φ (1 + ϕ) ∆κ
2 Φ (1 + ϕ) ∆κ

1 Φ (1 + ϕ) ξ Φ (1 + ϕ) (1− ξ)(
1+ϕ
γ+ϕ

)
∆a,a∗

1

(
1+ϕ
γ+ϕ

)
∆a,a∗

2 0 0(
1+ϕ
γ+ϕ

)
∆a,a∗

2

(
1+ϕ
γ+ϕ

)
∆a,a∗

1 0 0




ât

â∗t

ût

û∗t

 ,

(90)

with ∆κ
1 ≡

[
κ∆a,a∗

1 + (1− κ) ∆a,a∗

2

]
and ∆κ

2 ≡
[
(1− κ) ∆a,a∗

1 + κ∆a,a∗

2

]
; or, simply as:


π̂t

π̂∗t

x̂t

x̂∗t

 = Φ1 (λ)


Et (π̂t+1)

Et
(
π̂∗t+1

)
Et (x̂t+1)

Et
(
x̂∗t+1

)

+ Φ2 (λ)

(
r̂t

r̂∗t

)
+ Φ3 (λ)


ât

â∗t

ût

û∗t

 , (91)
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where

Φ1 (λ) ≡


β 0 Φ (ϕ+ γ)κ Φ (ϕ+ γ) (1− κ)

0 β Φ (ϕ+ γ) (1− κ) Φ (ϕ+ γ)κ

0 0 1 0

0 0 0 1

 , (92)

Φ2 (λ) ≡


0 0

0 0

− 1
γ
Ω − 1

γ
(1− Ω)

− 1
γ

(1− Ω) − 1
γ
Ω

 , (93)

Φ3 (λ) ≡


0 0 Φ (1 + ϕ) (1− ξ) Φ (1 + ϕ) ξ

0 0 Φ (1 + ϕ) ξ Φ (1 + ϕ) (1− ξ)(
1+ϕ
γ+ϕ

)
∆a,a∗

1

(
1+ϕ
γ+ϕ

)
∆a,a∗

2 0 0(
1+ϕ
γ+ϕ

)
∆a,a∗

2

(
1+ϕ
γ+ϕ

)
∆a,a∗

1 0 0

 . (94)

Here I collect the 18 structural parameters of the benchmark model as well as the parameters

of the shock processes described so far in the following vector:

λ =
(
β, γ, ϕ, σ, ξ, α, ψπ, ψx; δa, δa,a∗ , σa, ρa,a∗ , δu, σu, ρu,u∗ , δm, σm, ρm,m∗

)T
. (95)

This particular way of representing the system of equilibrium conditions can be further

re-arranged replacing out the output gap with the output definitions in (72) − (73) such

that: 
π̂t

π̂∗t

ŷt

ŷ∗t

 = Φ1 (λ)


Et (π̂t+1)

Et
(
π̂∗t+1

)
Et (x̂t+1)

Et
(
x̂∗t+1

)

+ Φ2 (λ)

(
r̂t

r̂∗t

)
+ Φ̃3 (λ)


ât

â∗t

ût

û∗t

 , (96)

where Φ̃3 (λ) is defined as:
Φ (1 + ϕ) ∆κ

1 Φ (1 + ϕ) ∆κ
2 Φ (1 + ϕ) (1− ξ) Φ (1 + ϕ) ξ

Φ (1 + ϕ) ∆κ
2 Φ (1 + ϕ) ∆κ

1 Φ (1 + ϕ) ξ Φ (1 + ϕ) (1− ξ)(
1+ϕ
γ+ϕ

) [
Λ + ∆a,a∗

1

] (
1+ϕ
γ+ϕ

) [
(1− Λ) + ∆a,a∗

2

]
0 0(

1+ϕ
γ+ϕ

) [
(1− Λ) + ∆a,a∗

2

] (
1+ϕ
γ+ϕ

) [
Λ + ∆a,a∗

1

]
0 0

 ,

(97)

using the formulas for the Home and Foreign output potential in (67) and (69).
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The reason why I re-write the system of equations for inflation and output as in (96) is

because, ruling out bubbles, the path of both variables in the Home and Foreign countries

now can be easily expressed in present-value terms. To show that, let me first define the

matrix A1 as:

A1 ≡


δa δa,a∗ 0 0

δa,a∗ δa 0 0

0 0 δu 0

0 0 0 δu

 . (98)

Then, the present-value form of the benchmark model can be written as:
π̂t

π̂∗t

ŷt

ŷ∗t

 = Φ2 (λ)

(
ît

î∗t

)
+
∑T

τ=1
Φ1 (λ)τ Φ2 (λ)

(
Et (r̂t+τ )

Et
(
r̂∗t+τ

) )+ ...

[∑T

τ=0
Φ1 (λ)τ Φ̃3 (λ)Aτ1

]


ât

â∗t

ût

û∗t

+ Φ1 (λ)T+1


Et (π̂t+T+1)

Et
(
π̂∗t+T+1

)
Et (x̂t+T+1)

Et
(
x̂∗t+T+1

)

 .

(99)

After a straightforward eigendecomposition of Φ1 (λ), I can write Φ1 (λ)T+1 as Φ1 (λ)T+1 =

Q (λ) Σ (λ)T+1Q (λ)−1 where Q (λ) is the corresponding matrix of eigenvectors of Φ1 (λ) and

Σ (λ) ≡


β 0 0 0

0 β 0 0

0 0 1 0

0 0 0 1

 is the diagonal matrix whose diagonal elements are the correspond-

ing eigenvalues ofΦ1 (λ). Ruling out bubbles implies that limT→+∞Φ1 (λ)T+1


Et (π̂t+T+1)

Et
(
π̂∗t+T+1

)
Et (x̂t+T+1)

Et
(
x̂∗t+T+1

)

 =

0 which holds if the eigenvalues in Σ (λ) are all strictly inside the unit circle or, in this case,

if limT→+∞ Et (x̂t+T+1) = 0 and limT→+∞ Et
(
x̂∗t+T+1

)
= 0. If that is the case, it follows from

(99) that the dynamics of the Home and Foreign economy given by output and inflation can

be related to the contemporaneous realization of the vector of productivity and cost-push

shocks (ât, â
∗
t , ût, û

∗
t )
T as well as to the path of current Home and Foreign real interest rates,

r̂t and r̂∗t , and expected future Home and Foreign real interest rates, Et (r̂t+τ ) and Et
(
r̂∗t+τ

)
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for all τ > 0, i.e.,
π̂t

π̂∗t

ŷt

ŷ∗t

 = Φ2 (λ)

(
r̂t

r̂∗t

)
+
∑+∞

τ=1
Φ1 (λ)τ Φ2 (λ)

(
Et (r̂t+τ )

Et
(
r̂∗t+τ

) )+
[∑+∞

τ=0
Φ1 (λ)τ Φ̃3 (λ)Aτ1

]


ât

â∗t

ût

û∗t

 .

(100)

It is this relationship in (100) what allows me to argue that to ensure consistency with the

zero-lower bound constraint, I must have in my observation set data about not just current

real interest rates {r̂t, r̂∗t } but also about the expected path of the future real interest rates{
Et (r̂t+τ ) ,Et

(
r̂∗t+τ

)}
for all τ > 0 in order to discipline the solution. In other words,

the relationship in (100) suggests that I do not require expectations about future inflation

and output per se if I have expectations about the future real interest rate with which to

discipline the solution of the benchmark model to make it consistent with the implications

of the zero-lower bound constraint.

In my estimation, I include all horizons of the interest rate for which there is survey

data available for the U.S., i.e., I include all observations on the empirical counterparts of

{r̂t,Et (r̂t+τ )} that are readily available. Equation (96) and, accordingly, equation (100) can

be re-written so as to replace out the Foreign real interest rate with the Foreign nominal

interest rate using the Fisher equation in (77). That would be more in keeping with the

reality that the Foreign country nominal short-term interest rates are in practice observable,

but not the Foreign real rates. To do this, I re-write (96) first as:
π̂t

π̂∗t

ŷt

ŷ∗t

 = Φ̃1 (λ)


Et (π̂t+1)

Et
(
π̂∗t+1

)
Et (x̂t+1)

Et
(
x̂∗t+1

)

+ Φ2 (λ)

(
r̂t

î∗t

)
+ Φ̃3 (λ)


ât

â∗t

ût

û∗t

 , (101)

where Φ̃1 (λ) is given by:
β 0 Φ (ϕ+ γ)κ Φ (ϕ+ γ) (1− κ)

0 β Φ (ϕ+ γ) (1− κ) Φ (ϕ+ γ)κ

0 1
γ

(1− Ω) 1 0

0 1
γ
Ω 0 1

 . (102)

After a straightforward eigendecomposition of Φ̃1 (λ), I can write Φ̃1 (λ)T+1 as Φ̃1 (λ)T+1 =
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Q̃ (λ) Σ̃ (λ)T+1 Q̃ (λ)−1 where Q̃ (λ) is the corresponding matrix of eigenvectors of Φ̃1 (λ) and

Σ̃ (λ) is the diagonal matrix whose diagonal elements are the corresponding eigenvalues of

Φ̃1 (λ). Ruling out bubbles implies that limT+1
T→+∞ Φ̃1 (λ)


Et (π̂t+T+1)

Et
(
π̂∗t+T+1

)
Et (x̂t+T+1)

Et
(
x̂∗t+T+1

)

 = 0, I can infer

that an alternative representation of (100) can be obtained taking the following form:
π̂t

π̂∗t

ŷt

ŷ∗t

 = Φ2 (λ)

(
r̂t

r̂∗t

)
+
∑+∞

τ=1
Φ̃1 (λ)τ Φ2 (λ)

(
Et (r̂t+τ )

Et
(̂
i∗t+τ

) )+
[∑+∞

τ=0
Φ̃1 (λ)τ Φ̃3 (λ)Aτ1

]


ât

â∗t

ût

û∗t

 .

(103)

Even so, the expectations of the future path of neither the Foreign nominal interest rate,

Et
(̂
i∗t+τ

)
for all τ > 0, nor the real Foreign interest rate, Et

(
r̂∗t+τ

)
for all τ > 0, are available.

So, in effect, those expectations are unconstrained by the data. However, as I argued before,

the impact on the solution is thought to be negligible because the solution unconstrained by

the zero-lower bound in the Foreign country is likely very close to the solution constrained

by the zero-lower bound given that the observed short-term Foreign nominal interest rates

are far from zero during the sample period used in the estimation.

Fourth Step. I map the endogenous expectations to survey data. As indicated before,

the benchmark model given in Table 1 involves directly only expectations for four of the

six endogenous variables in the vector Ŷt = (π̂t, π̂
∗
t , x̂t, x̂

∗
t , r̂

gap
t , r̂∗gapt )

T ; to be precise, it in-

volves forming expectations on future inflation and the output gap (or output) of each

country. However, as shown in (100), the expectations for the real interest rate in the

Home country and the Foreign country for each horizon h > 0 as given by the vector(
Et (r̂t+1) , ...,Et (r̂t+h) ,Et

(
r̂∗t+1

)
, ...,Et

(
r̂∗t+h

))
is all that one actually would need to shape

the path of inflation and the output gap (output) of both countries in a way consistent

with the zero-lower bound constraint. Alternatively, based on (103), I could argue the

same holds true also when I replace the expected path of the Foreign real rate with the

expected path of the Foreign nominal rate for each horizon h > 0 as given by the vec-

tor
(
Et (r̂t+1) , ...,Et (r̂t+h) ,Et

(̂
i∗t+1

)
, ...,Et

(̂
i∗t+h

))
. In here, however, I proceed under the

relaxed assumption that the zero-lower bound constraint– at least as an approximation–

is binding only for the Home country and, therefore, I consider only the mapping be-
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tween expectations and survey data for the Home real interest rate given by the vector

(Et (r̂t+1) , ...,Et (r̂t+h)).

Given the Fisher equation in (76), it follows that the Home real interest rate and its

expectations at different horizons h ≥ 0 can be constructed as:

if h = 0, r̂t ≈ ît − Et (π̂t+1) , ∀t, (104)

if h > 0, Et (r̂t+h) ≈ Et
(̂
it+h

)
− Et (π̂t+h+1) , ∀t. (105)

The current short-term Home nominal interest rate, ît, is observable. The survey data on

expected Home inflation h−quarters ahead, Esurveyt (π̂t+h), and on the expected Home short-

term nominal interest rate h−quarters ahead, Esurveyt

(̂
it+h

)
is also observable. In mapping

the equations (104)−(105) to the data, I posit these measurement equations which introduce

some measurement error on the expected future Home real interest rate as follows:

if h = 0, r̂t ≈ ît − Esurveyt (π̂t+1) , ∀t, (106)

if h > 0, Et (r̂t+h) ≈ Esurveyt (r̂t+h) ≈ Esurveyt

(̂
it+h

)
− Esurveyt (π̂t+h+1) + ôht , ∀t, (107)

where the vector of measurement error terms
{
ôht
}
is modeled in the form of i.i.d., uncorre-

lated Gaussian white noise:

ôht ∼ N
(
0, σ2

h

)
, ∀h > 0, ∀t. (108)

Hence, (106)−(108) is a straightforward case of the general-form in equation (49). Moreover,

it follows in this case that
{
Et
(
Ŷ g
t+1

)}
= {Et (r̂t+1) , ...,Et (r̂t+h)} which then must corre-

spond to the observable survey data vector
{
Esurveyt

(
Ŷ g
t+1

)}
= {Esurveyt (r̂t+1) , ...,Esurveyt (r̂t+h)}.

Moreover, notice that the inclusion of measurement error means that the vector λ which con-

tains all 18 structural parameters of the benchmark model and the parameters of the shock

processes described in (95) must be augmented now to include the volatility of the measure-

ment error terms σ2
h, ∀h > 0 included in the estimation.

With all of this, I can cast the first-order approximation of the main equilibrium con-

ditions of the two-country workhorse New Keynesian model into the general-form given

by (44) − (49) using survey-based data to implicitly recognize the impact of the zero-

lower bound on the estimated model. In other words, this specification suffi ces to esti-

mate the key structural parameters of the benchmark model and, most importantly, to

recover the U.S. natural rate of interest while internalizing the impact of the zero-lower
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bound in the U.S. on the decisions of private agents and policymakers via survey data

on expectations. The vector of observables including expectations is, therefore, ̂̃Y o

t ≡(
π̂t, π̂

∗
t , ŷt − l̂t, ŷ∗t − l̂∗t , r̂t, î∗t ,E

survey
t (r̂t+1) , ...,Esurveyt (r̂t+h)

)T
.

2.2.3 Matching Model Variables to the Data

I use the log-linear equilibrium conditions of the workhorse open-economy model described in

general-form in (44)− (49) as the structural framework for my estimation. I use data for the

U.S. and its 33 major trading partners. All data is collected from the Congressional Budget

Offi ce (CBO (2020)), the Federal Reserve Bank of Dallas’Database of Global Economic

Indicators (Grossman et al. (2014)), and the Conference Board Total Economy DatabaseTM

(Conference Board (2020)), while the survey data is from Blue Chips Economic Indicators

(Aspen Publishers (2020)). The time series on this dataset starts in 1984:Q1 with the onset

of the Great Moderation period as dated by McConnell and Pérez-Quirós (2000) and ends in

2019:Q4. The full sample period, therefore, covers not just the Great Moderation but also

the 2007 − 09 global financial crisis and its aftermath, including the period when the U.S.

policy rate was constrained at the zero-lower bound. For a number of the series the data

can be extended back in time to 1980:Q1 as needed.

The U.S. macro data is all from CBO (2020) and includes: (1) the quarter-over-quarter

annualized inflation rate of the Consumer Price Index For All Urban Consumers (CPI-U): All

Items (SA, 1982− 84 = 1) (∆ lnCPIU.S.t ); (2) measured labor productivity calculated as the

ratio between Real Gross Domestic Product (SAAR, Mil.Chn.2012.$) and the civilian em-

ployment recovered from the Civilian Labor Force: 16 Years and Over (SA, Mil.) multiplied

by one minus the Civilian Unemployment Rate: 16 Years and Over (SA, in units) (lnLPU.S.
t );

and (3) the nominal 3−Month Treasury Bill Yield (%, per annum) (iU.S.t ). The U.S. survey

data is from Aspen Publishers (2020) and it includes: (1) quarterly averages of the monthly

reports of the Consumer Price Index Consensus Forecasts one-quarter to five-quarters ahead

in quarter-over-quarter (annualized) percent change

(Esurveyt

(
∆ lnCPIU.S.t+1

)
, ...,Esurveyt

(
∆ lnCPIU.S.t+5

)
); and (2) quarterly averages of the monthly

reports of the 3−Month Treasury Bill Yield Consensus Forecasts one-quarter to four-quarters
ahead in percent (per annum) (Esurveyt

(
iU.S.t+1

)
, ...,Esurveyt

(
iU.S.t+4

)
). From Aspen Publishers

(2020), I also obtain: (1) the 5-year expected average, 5-years forward of the annual CPI infla-

tion rate (Esurveyt

(
∆ann lnCPIU.S.y+5 y+10

)
where the subscript y refers to the current year and

∆ann refers to the annual growth rate); and (2) the 5-year expected average, 5-years forward

of the annual 3-Month Treasury Bill Yield (Esurveyt

(
iann,U.S.y+5 y+10

)
where the superscript ann
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refers to annual data). I interpret these long-range forecasts, Esurveyt

(
∆ann lnCPIU.S.y+5 y+10

)
and Esurveyt

(
iann,U.S.y+5 y+10

)
, as survey-based estimates of the trend component of inflation and

of the short-term nominal interest rates for the U.S.12

The data that I collect from Grossman et al. (2014) and Conference Board (2020) are

the closest analogs for 33 of the largest trading partners of the U.S. and includes: (1)

the quarter-over-quarter annualized inflation rate on headline CPI (∆ lnCPIRoWt ); (2) the

measured labor productivity (lnLPRoW
t ); and (3) the short-term nominal interest rate in

percent per annum (iRoWt ).13 All of the country macro data is from Grossman et al. (2014)

except employment for which I rely on the Persons Employed (thousands) annual series from

the Conference Board (2020). The Conference Board (2020) employment data is interpolated

at quarterly frequency with the Denton-Chollette interpolation method (as in Dagum and

Cholette (2006)). With that, I compute the measured labor productivity of each country

using the quarterly real GDP series from Grossman et al. (2014) as the numerator and the

interpolated employment series from the Conference Board (2020) as the denominator. The

rest-of-the-world aggregates that bundle the data for all 33 foreign countries for each of these

three macro variables are constructed using weights reflecting the intensity of bilateral trade

between the U.S. and each one of the 33 countries, as explained in Grossman et al. (2014).

Mapping the endogenous variables of the workhorse open-economy New Keynesian model

in ̂̃Y o

t ≡
(
π̂t, π̂

∗
t , ŷt − l̂t, ŷ∗t − l̂∗t , r̂t, î∗t ,E

survey
t (r̂t+1) , ...,Esurveyt (r̂t+h)

)T
to the vector of the

observed data ̂̃Y obs

t given by:
∆ lnCPIU.S.t ,∆ lnCPIRoWt , lnLPU.S.

t , lnLPRoW
t , iU.S.t , iRoWt ;

Esurveyt

(
∆ lnCPIU.S.t+1

)
, ...,Esurveyt

(
∆ lnCPIU.S.t+5

)
,Esurveyt

(
iU.S.t+1

)
, ...,Esurveyt

(
iU.S.t+4

)
;

Esurveyt

(
∆ann lnCPIU.S.y+5 y+10

)
,Esurveyt

(
iann,U.S.y+5 y+10

)

(109)

obtained from the sources I collected requires that I filter the trend out of the observed data

before estimation. Most business cycle models like the one I explore in this paper are agnostic

about trends and are better suited to investigate fluctuations at business cycle frequencies,

12The long-range survey estimates are the 5-year-ahead expected average, 5-years forward in the following
sense: take the first release of 1984, then the data that I use is the expected average over the period between
1990 and 1994. These long-range estimates are only available regularly on March and October of each year.
I match the March report numbers with Q1 and Q2 and the October report numbers with Q3 and Q4.
13The countries other than the U.S. included in my sample are: Australia, Austria, Belgium, Bulgaria,

Canada, Chile, China, Colombia, Costa Rica, Czech Republic, France, Germany, Greece, Hungary, India,
Indonesia, Italy, Japan, Malaysia, Netherlands, Nigeria, Philippines, Poland, Portugal, Russia, South Africa,
South Korea, Spain, Sweden, Switzerland, Taiwan, Thailand, and the U.K.

36



so it is customary to rely on filtered data as I do here. For filtering the data, I exploit the avail-

able long-range survey-based forecasts given by
(
Esurveyt

(
∆ann lnCPIU.S.y+5 y+10

)
,Esurveyt

(
iann,U.S.y+5 y+10

))T
whenever appropriate and use a proper filter otherwise, as I explain in the remainder of this

section.

For this, I postulate the following set of Home country observation equations:

∆ lnCPIU.S.t = πlong-runt + π̂t, (110)

lnLPU.S.
t = a+ âTt +

(
ŷt − l̂t

)
,

âTt = âT + âTt−1 + ηa
T

t , η
aT

t ∼ i.i.d.N
(
0, σ2

aT

)
, (111)

iU.S.t − Esurveyt

(
∆ lnCPIU.S.t+1

)
= rU.S.t = i

long-run
t − πlong-runt + r̂t, (112)

plus the observation equations on the expected path of the Home real interest rate from

one-quarter-ahead to four-quarters-ahead:

Esurveyt

(
rU.S.t+h

)
= Esurveyt

(
iU.S.t+h

)
− Esurveyt

(
iU.S.t+1+h

)
= i

long-run
t − πlong-runt + Esurveyt (r̂t+h) , for h = 1, ..., 4, (113)

Esurveyt

(
∆ lnCPIU.S.t+h

)
= πlong-runt + Esurveyt (π̂t+h) , for h = 1, ..., 5, (114)

Esurveyt

(
iU.S.t+h

)
= i

long-run
t + Esurveyt

(̂
it+h

)
, for h = 1, ..., 4, (115)

where I implicitly assert that the long-run real interest rate is constructed as rlong-runt =

i
long-run
t − πlong-runt . Similarly, I postulate the following set of Foreign country observation

equations:

∆ lnCPIRoWt = πlong-run∗t + π̂∗t , (116)

lnLPRoW
t = a∗ + âT∗t +

(
ŷ∗t − l̂∗t

)
,

âT∗t = aT∗ + âT∗t−1 + ηa
T∗

t , ηa
T∗

t ∼ i.i.d.N
(
0, σ2

aT∗

)
, (117)

iRoWt = i
long-run∗
t + î∗t . (118)

The equations in (110)− (118) map the observable series to the endogenous variables in the

benchmark model distinguishing the permanent component from the cyclical component that

is characterized by the structural equations of the model. Given that theory is silent about

trends in the data, I adopt a rather flexible approach that relies heavily on survey-based

data for filtering out the trends. The trend components on expected Home inflation and on

the expected Home nominal short-term interest rates are tied to the observable survey-based
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long-range forecasts as follows:

Esurveyt

(
∆ lnCPIU.S.y+5 y+10

)
≈ πlong-runt ≈ πlong-run∗t , (119)

Esurveyt

(
iann,U.S.y+5 y+10

)
≈ i

long-run
t ≈ i

long-run∗
t , (120)

with trends that are thought to be consistent across countries (more on this point later).

I retain the customary assumption that the deterministic steady state real interest rate

is constant and equal to 2, i.e.,

r ≡ −400 ln (β) = 2, (121)

but allow for time variation away from the steady state as incorporated in the long-range

expectations of private agents. I also maintain the theory-consistent assumption that the

long-run trends on inflation and nominal interest rates ought to be the same in both countries.

The assumption of approximately equal long-run inflation rates in the Home and Foreign

countries is consistent with the inherent symmetry of the theoretical model and is also in part

related to the idea explored elsewhere in the literature that global inflation comovements

are largely attributable to a common trend component (see, e.g., Mumtaz and Surico (2012)

and Kabukcuoglu and Martínez-García (2018)). The assumption that long-run nominal

interest rates are consistent across countries is motivated by the fact that theory requires

the real interest rate to converge to its steady state in the long-run which is common in

both countries. That, together with the consistency of long-run inflation in both countries

(both central bank’s targeting zero-net-inflation), implies that long-run nominal interest rates

ought to be consistent or near consistent as well. The practical advantage of this is that I can

appeal to this theoretical constraint in order to justify proxying the unobserved rest-of-the-

world long-range inflation and nominal interest rate trends with the (observed) survey-based

long-range forecasts of U.S. inflation and of the U.S. nominal short-term interest rate as

implied by (119)− (120).

Finally, since the labor productivity series are not in levels but constructed as an index,

I adopt the standard normalization of setting a = a∗ = 0 in equations (111) and (117). I

identify the permanent component on labor productivity with a random walk with drift.

Then, I remove the trends in the U.S. and rest-of-the-world labor productivity series relying

on the Beveridge-Nelson decomposition to extract the cycle from the observed data. The

detrended series are what I ultimately use to estimate the structural benchmark model to

be consistent with the cyclical nature of the theory.
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Detrending Inflation and Real Interest Rates. Detrending inflation in equations (110)

and (116) is rather straightforward given that I identify the observable counterparts of πtrendt

and πtrend∗t in (119). In that sense, I use the quarter-over-quarter growth rate for U.S.

headline CPI in deviations from the U.S. long-range 5-year average, 5-year forward forecast,

that is, I take∆ann lnCPIU.S.t −Esurveyt

(
∆ lnCPIU.S.y+5 y+10

)
as my counterpart for the cyclical

Home inflation, π̂t. For the rest-of-the-world aggregate, I simply use the quarter-over-quarter

growth rate for headline CPI in deviations from the U.S. long-range 5-year average, 5-year

forward forecast implying that ∆ lnCPIRoWt − Esurveyt

(
∆ lnCPIU.S.y+5 y+10

)
is my empirical

counterpart for the cyclical Foreign inflation, π̂∗t .

Analogously, I can remove the trend on expected U.S. inflation in equation (114) with the

U.S. long-range inflation forecast in (119) such that Esurveyt

(
∆ lnCPIU.S.t+h

)
−Esurveyt

(
∆ lnCPIU.S.y+5 y+10

)
is the empirical counterpart of Et (π̂t+h). Moreover, I can remove the trend on the ex-

pected U.S. short-term nominal interest rate in (115) with (120) such that Esurveyt

(
iU.S.t+h

)
−

Esurveyt

(
iann,U.S.y+5 y+10

)
is the empirical counterpart of Et

(̂
it+h

)
. In here, I need to make a small

clarification though. Ideally, equations (114) and (115) should be described more generally

in the following terms:

Esurveyt

(
∆ lnCPIU.S.t+h

)
= Et

(
πlong-runt+h

)
+ Esurveyt (π̂t+h) , (122)

Esurveyt

(
iU.S.t+h

)
= Et

(
i
long-run
t+h

)
+ Esurveyt

(̂
it+h

)
, (123)

where the long-run inflation and the long-run nominal interest rate are defined as πlong-runt+h ≡
Et+h (πi +∞) and i

long-run
t+h ≡ Et+h

(
ii +∞

)
for all h > 0. Giving the properties of the expec-

tations operator, it follows from those definitions that Et
(
πlong-runt+h

)
= Et (Et+h (πi +∞)) =

Et (πi +∞) = πlong-runt which is implicit in (114). Similar reasoning implies that Et
(
i
long-run
t+h

)
=

Et
(
Et+h

(
ii +∞

))
= Et

(
ii +∞

)
= i

long-run
t as expected under the terms of (115). This is the

rationale to use equation (119) to remove the trend from U.S. inflation expectations as well

as from U.S. realized inflation and why I use (120) to detrend the U.S. short-term nominal

interest rate and the U.S. short-term nominal rate expectations.
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It easily follows from (112) and (113) that the detrended U.S. real interest rate and its

expected path up to 4 quarters ahead can be approximated as:

rU.S.t = iU.S.t − Esurveyt

(
∆ lnCPIU.S.t+1

)
= Esurveyt

(
iann,U.S.y+5 y+10

)
− Esurveyt

(
∆ lnCPIU.S.y+5 y+10

)
+ r̂t, (124)

Esurveyt

(
rU.S.t+h

)
= Esurveyt

(
iann,U.S.y+5 y+10

)
− Esurveyt

(
∆ lnCPIU.S.y+5 y+10

)
+ Esurveyt (r̂t+h) ,

for h = 1, ..., 4. (125)

These variables describe implicitly the course of real interest rates influenced by policymak-

ers. In regards to the rest-of-the-world aggregate, only current nominal short-term interest

rates are observable. Hence, I use the rest-of-the-world short-term interest rate in deviations

from the U.S. long-range 5-year average, 5-year forward forecast of the interest rate implying

that iRoWt −Esurveyt

(
iann,U.S.y+5 y+10

)
is my empirical counterpart for the cyclical Foreign nominal

interest rate, î∗t .

All these series as well as the labor productivity series that I discuss next are plotted in

Figure A2. All data is reported at quarterly frequency, expressed in percentage terms, and

annualized.

Detrending Labor Productivity. The observable labor productivity series are assumed

to have an unobserved trend in the form of a random walk with drift. Following on the

footsteps of Beveridge and Nelson (1981), Morley et al. (2003), and Morley (2011), I apply

the Beveridge-Nelson decomposition (the long-horizon conditional forecast) to detrend the

labor productivity data. For a given integrated time series zt, the Beveridge-Nelson cycle,

zCt , is simply the difference between the series itself and its Beveridge-Nelson trend, z
T
t . The

Beveridge-Nelson decomposition is often represented in state-space form as:

zt = zTt + zCt , (126)

where the permanent component, zTt , and the transitory component, z
C
t , are described as:

zTt = zT + zTt−1 + ηz
T

t , η
zT

t ∼ i.i.d.N
(
0, σ2

zT

)
, (127)

φ (L) zCt = θ (L) εz
C

t , εz
C

t ∼ i.i.d.N
(
0, σ2

zC

)
, (128)

Corr
(
ηz

T

t , ε
zC

t

)
= ρηzT εzC . (129)
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NOTE: Shaded bars indicate NBER recessions in the U.S. All detrended data is expressed in percent, annualized. The long-run data 
used to detrend U.S. and rest of the world inflation is the 5-year average, 5-year forward of U.S. CPI inflation from Blue Chips 
Economic Indicators. The long-run data used to detrend U.S. and rest of the world short-term interest rates is the 5-year average, 
5-year forward forecast of the U.S. 3-month Treasury bill also from. The labor productivity variables are detrended using a 
Beveridge-Nelson decomposition with an AR(15) on the cyclical component and s=100 forecast periods ahead. For the U.S., the 
trend is the inferred labor productivity trend is compared with the potential output series from the Congressional Budget Office.
SOURCES: Blue Chips Economic Indicators; Congressional Budget Office; Conference Board; Federal Reserve Bank of Dallas’ 
Database of Global Economic Indicators (DGEI); NBER; and author’s calculations.

Figure A2. U.S. and Rest-of-the-World Dataset for the Estimation
(In Deviations from Trend)

Labor Productivity Headline CPI Inflation 3-Month Real Interest Rate
Percent change, annualized (Beveridge-Nelson detrended) Q/Q percent change, annualized (dev. from U.S. long-run inflation) Percent, p.a. (dev. from U.S. long-run real rate)

                            
Labor Productivity Headline CPI Inflation Short-Term Nominal Interest Rate

Percent change, annualized (Beveridge-Nelson detrended) Q/Q percent change, annualized (dev. from U.S. long-run inflation) Percent, p.a. (dev. from U.S. long-run nominal rate)

Labor Productivity Headline CPI Inflation 3-Month Real Interest Rate
Index, 2005=100 (Beveridge-Nelson trend) Long-run inflation (5-year average, 5-year forward) Long-run, percent, p.a. (5-year average, 5-year forward)

                            
Labor Productivity Headline CPI Inflation Short-Term Nominal Interest Rate

Index, 2005=100 (Beveridge-Nelson trend) U.S. long-run inflation (5-year average, 5-year forward) U.S. long-run, percent, p.a. (5-year average, 5-year forward)
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Note: Shaded bars indicate NBER recessions in the U.S. All detrended data is expressed in percent, annu-
alized. The long-run data used to detrend U.S. and rest of the world inflation is the 5-year average, 5-year
forward of U.S. CPI inflation from Blue Chips Economic Indicators. The long-run data used to detrend
U.S. and rest of the world short-term interest rates is the 5-year average, 5-year forward forecast of the U.S.
3-month Treasury bill also from. The labor productivity variables are detrended using a Beveridge-Nelson
decomposition with an AR(15) on the cyclical component and s=100 forecast periods ahead. For the U.S.,
the trend is the inferred labor productivity trend is compared with the potential output series from the
Congressional Budget Offi ce.
Sources: Aspen Publishers (2020); CBO (2020); Conference Board (2020); Grossman et al. (2014); NBER;
and author’s calculations.
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The observation equations in (111), (112), (117), and (118), can be cast in the general-form

of the state-space representation in equations (126) − (129) with a permanent component

that takes the form of a random walk with drift and a transitory component that follows

some stationary ARMA process with an unconditional mean of zero.

To be more precise, the cyclical part of the observation equations (111) and (117) is

related to Home and Foreign measured labor productivity,
(
ŷt − l̂t

)
and

(
ŷ∗t − l̂∗t

)
respec-

tively. Using the linear-in-labor production in (74) − (75), I relate the endogenous labor

productivity to the exogenous Home and Foreign productivity shocks, ât and â∗t . Hence,

the specification of the observation equations (that is, the specification of (111) and (117))

implies that the trend component on the Home and Foreign productivity shocks, âTt and â
T∗
t ,

is directly inherited by the observed Home and Foreign labor productivity series, that is, by(
ŷt − l̂t

)
and

(
ŷ∗t − l̂∗t

)
.

To remove this trend, I convert the observed data on labor productivity into 400 times

its natural logarithm for the sample period of 1980:Q1-2019:Q4. Given this, I test for the

presence of stochastic trends in the transformed data series using the augmented Dickey-

Fuller unit root test with lag selection based on the Schwarz information criterion (BIC)

and I fail to reject the unit root hypothesis against the alternative of stationarity at all

conventional significance levels for U.S. labor productivity (t-statistic = −1.017411 for no

lags of difference terms, with a p-value of 0.7465) as well as for the rest-of-the-world labor

productivity aggregate (t-statistic =−0.145750 for one lag of difference terms, with a p-value

of 0.9413).

The dynamics of the transitory component, zCt , are determined by the log-linearized equi-

librium conditions of the structural model. However, here I choose to remain agnostic on

the specification of the ARMA structure that underpins the Beveridge-Nelson decomposition

keeping it general enough that it provides a reasonably close approximation for the cyclical

dynamics of the measured labor productivity (that is, the cyclical dynamics of the produc-

tivity shocks) whatever those might be. To be precise, partly motivated by the evidence in

Morley (2011) and partly by my own exploration of the data, I use an AR(15) specification

as this appears to work well with the measured labor productivity series for the U.S. and for

the rest-of-the-world aggregate.

Finally, I apply the Beveridge-Nelson decomposition to the data and extract the cyclical

component plotted in Figure A2.14 It is worth noting that these estimates imply that mea-

sured labor productivity in the U.S. has been significantly below trend since the mid-2000s,

14The implementation of the Beveridge-Nelson decomposition uses the E-views add-in BNDecom with
s = 100 steps ahead prediction with E-views 10.
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even before the 2007− 09 global financial crisis hit the world economy, at a time when most

estimates of the U.S. natural rate of interest appear to have taken a dive too.

3 Structural Estimation Approach

The model contains 22 structural parameters (8 structural parameters, 10 parameters for

the exogenous shock processes, and 4 measurement error parameters) to be estimated or

calibrated. Here I provide a succinct description of the sources used to parameterize those

structural parameters.

3.1 Parameterization

Parameters related to the steady state (long-run). Typically, long-run historical

averages of the relevant macroeconomic time-series are used to calibrate parameters that

affect the steady state of the model. Given my benchmark model specification, there are 11

parameters that enter into the deterministic steady state: the intertemporal discount factor,

β, the inverse of the intertemporal elasticity of substitution, γ, the inverse of the Frisch

elasticity of labor supply, ϕ, the labor disutility scaling factor, κ, the share of locally-produced

goods, ξ, the unconditional mean of the productivity shocks, A and A∗, the unconditional

mean of the cost-push shocks, U and U∗, and the unconditional mean of the monetary policy

shocks, M and M∗.

The parameters A, A∗, U , U∗, M , M∗, and κ do not affect the cyclical dynamics of

the benchmark model or the cyclical dynamics of its flexible price (frictionless) counterpart.

Therefore, without loss of generality, given that the optimal labor subsidy implies that

U (1− φ) = U∗ (1− φ∗) = 1, I simply normalize A = A∗ = M = M∗ = κ = 1 and obtain a

steady state in which output and employment (in levels) for the Home and Foreign countries

are all equal to one. Given this normalization, the preference parameters γ and ϕ cannot

be pinned down by steady state relationships, but the intertemporal discount factor, β, and

the share of imported goods in the consumption basket, ξ, can still be matched to historical

macroeconomic time series based on steady state relationships. I set the intertemporal

discount factor β at 0.995012479 to attain a real rate of interest of 2% annualized (i.e.,

I choose β to imply that −400 ln (β) = 2). In turn, I allow ξ to be estimated with the

rest of the parameters of the benchmark model rather than calibrated. I set the share of

imported goods in the consumption basket which is equal to the parameter ξ at 0.18 to

obtain an average import share of 18% for the U.S. consistent with the evidence reported in
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Martínez-García (2018).

Parameters related to the model dynamics (short-run). Given my benchmark

model specification, there are 4 additional structural (non-policy) parameters and 2 pol-

icy parameters that affect the short-run dynamics of the model. The structural (non-policy)

parameters include the inverse of the intertemporal elasticity of substitution, γ, the inverse

of the Frisch elasticity of labor supply, ϕ, the elasticity of substitution between Home and

Foreign bundles, σ, and the Calvo (1983) price stickiness parameter, α. The policy parame-

ters include the sensitivity of the monetary policy rule to inflation deviations from target,

ψπ, and from output deviations from potential, ψx.

Frisch elasticity of labor supply: The Frisch elasticity of labor supply, 1
ϕ
, is commonly

identified in the literature on the basis of micro-level data. Pencavel (1986) reports that the

typical point estimate of the labor supply elasticity for men is 0.2, with a range of estimates

going from 0 to 0.45. Other surveys on the empirical micro literature include Card (1994),

Browning et al. (1999), and Keane (2011). Most micro studies indicate that the Frisch

elasticity of labor supply lies below 1. Macro-estimates, in turn, tend to be above 1. For

example, Rotemberg and Woodford (1998a) and Rotemberg and Woodford (1998b) argue

that the inverse of the Frisch elasticity ϕ needs to be as low as 1
9.5

= 0.10526 to match the

relatively weak observed response of real wages to monetary disturbances and other macro

features of the labor market. Based on the micro evidence, I set the Frisch elasticity of labor

supply 1
ϕ
at 0.2 (i.e., ϕ is set equal to 5) to match Pencavel (1986).

Elasticity of intertemporal substitution: The elasticity of intertemporal substitution, 1
γ
,

is often identified on the basis of macro-level data. Still, the empirical macro literature

provides a wide range of possible values for this parameter. Hall (1988) and Yogo (2004),

estimate the inverse of the elasticity of intertemporal substitution γ from the comovement

of aggregate consumption with the real yields, and argue that its value is likely above 5.

Most business cycle models typically assume a lower value, though (see, e.g., Lucas (1990)).

However, I set γ equal to 5 in order to be consistent with the international macro literature

(e.g., Chari et al. (2002), Martínez-García et al. (2012), and Martínez-García and Wynne

(2014) suggest that such a parameterization is important to reasonably approximate the

observed volatility in the real exchange rate).

Elasticity of intratemporal substitution between Home and Foreign goods: The elasticity

of intratemporal substitution between Home and Foreign goods (or trade elasticity), σ, is

commonly identified on the basis of macro-level data. Based on empirical estimates of trade

models, it is generally noted that plausible values of the U.S. elasticity of intratemporal
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substitution lie between 1 and 2. I follow Backus et al. (1994) and Chari et al. (2002)

setting the elasticity σ to be equal to 1.5.

Frequency of price adjustments: The Calvo (1983) parameter, α, is often identified using

micro-level data. However, the empirical micro literature provides a wide range of possible

values for α. Bils and Klenow (2004) suggest that the median frequency of price changes

implies a duration of only 4.3 months based on evidence from the U.S. CPI. Klenow and

Kryvtsov (2008) report a range of 7 − 10 months similarly based on U.S. CPI data, while

prices in the Euro-Area CPI appear to change even less frequently according to Dhyne et al.

(2006). The evidence surveyed by Taylor (1999) and the micro price studies reviewed by

Klenow and Malin (2010) are consistent with the view that prices change on average closer

to once a year (after excluding most short-lived price changes). The convention prevalent in

most of the literature, which I adopt as well, is that prices remain unchanged for an average

of four quarters implying that α = 0.75 (see, e.g., Chari et al. (2002), Martínez-García et al.

(2012), Martínez-García and Søndergaard (2013), and Martínez-García and Wynne (2014),

among others).

Policy parameters: I adopt the policy parameter values proposed in Taylor (1993)’s

original specification for the U.S. which have worked quite well to describe U.S. monetary

policy. Hence, I set ψπ at 1.5 and ψx at 0.5.

Parameters related to the exogenous shock processes. In the benchmark model,

there are three country-specific shocks to consider: productivity shocks, cost-push shocks,

and monetary policy shocks. Note that equations (74)− (75) tie the cyclical labor produc-

tivity series directly to the productivity shocks of the model, ât and â∗t . Hence, I directly

estimate the restricted specification of the VAR(1) process for productivity shocks in Table

2 using the cyclical component of the labor productivity series described in the previous

section and I obtain the estimates reported in Table 3 below.

The estimates in Table 3 are fairly similar to those found in the literature (e.g., Heathcote

and Perri (2002)), albeit somewhat less persistent. Based on the evidence, I set δa (the per-

sistence parameter) to 0.865461, δa,a∗ (the cross-country spillover parameter) to −0.007733

(although statistically this parameter is no different than zero), and ρa,a∗ (the correlation

between Home and Foreign innovations) to 0.151807. The volatility for both series given by

the parameter σa is set to a common value of 0.787714 which equals the square root of the

variance of the U.S. labor productivity residuals.
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Table 3 - Summary of Vector Autoregression Estimates

ât â∗t

ât−1

0.865461

(0.02944)

[29.3958]

−0.007733

(0.02910)

[−0.26573]

â∗t−1

−0.007733

(0.02910)

[−0.26573]

0.865461

(0.02944)

[29.3958]

R-squared 0.585135 0.818548

Sum sq. resids 87.48970 92.43155

Mean dependent 0.098375 0.220576

S.D. dependent 1.218655 1.894021

Determinant resid. covariance 0.397387

Log likelihood −337.8189

Akaike information criterion 4.752711

Scharwz criterion 4.794150

Correlation matrix of residuals

ε̂at ε̂a∗t

ε̂at 1 0.151807

ε̂a∗t 0.151807 1

Covariance matrix of residuals

ε̂at ε̂a∗t

ε̂at 0.620494 0.096819

ε̂a∗t 0.096819 0.655543

Standard errors in () and t-statistics in [].

The calibration of the monetary policy shock is a bit less straightforward than that of

the productivity shock, so I use parameter values for the monetary shock process similar to

those estimated by Rudebusch (2002) on an extrinsic Taylor (1993)-type policy rule. For the

VAR(1) monetary policy shock process, I set δm at 0.90 for the persistence and σm at 0.50

for the volatility of the process in both countries. I complete the description of the dynamics

by choosing the correlation between Home and Foreign monetary innovations ρm,m∗ to be

set at 0. I posit the parameters of the cost-push shock process to be as follows: δu (the

46



persistence parameter) is equal to 0.50, σu (the volatility parameter) is equal to 0.10, and

ρu,u∗ (the correlation between Home and Foreign cost-push shock innovations) is equal to 0.

Finally, I assume that measurement error volatility is low and, accordingly, set σ2
1, ..., σ

2
4 to

be 0.15.

3.2 Eliciting Priors

My priors on the relevant structural parameters are summarized in Table 4. I maintain

these prior distributions invariant in all my subsequent estimations, taking them as given.

I only consider prior densities of the Beta, Gamma, Inverse Gamma, Normal, and Uniform

distributions as well as the degenerate distribution that puts mass one on a single value

for any calibrated parameters. I impose on all cases that the prior mean must be equal

to the parameterization of the benchmark model discussed in the previous subsection to be

consistent with my own reading of the literature and the data. I choose each prior distribution

as well as the corresponding dispersion to reflect the degree of ex ante uncertainty that I

assess in the literature regarding those parameter values.

Structural Parameters. As is customary, I use a degenerate prior for the intertemporal

discount factor β and fix it at 0.995012479. The frequency of price adjustments is tied to the

Calvo (1983) parameter, α, and for this I adopt a beta prior centered at 0.75 with a tight

prior standard deviation of 0.02. The values of α and β have the implication of constraining

the composite coeffi cient Φ ≡
(

(1−α)(1−βα)
α

)
which underpins the slope of the Phillips curve

in the benchmark model. For the share of imported goods in the consumption basket, ξ,

I choose a tight Beta distribution as the prior centered around 0.18 with a small standard

deviation of 0.01. This specification emphasizes that with the historically low import share

observed for the U.S., one should not expect ex ante the parameter ξ in the model (which

determines the degree of trade openness) to be too large.

I adopt a Gamma distribution centered around 5 for the inverse of the intertemporal

elasticity of substitution, γ, and for the inverse of the Frisch elasticity of labor supply, ϕ.

I impose also a loose prior standard deviation of 0.25 on both distributions in order to al-

low the data more flexibility to shape the posterior. I also adopt the Gamma distribution

centered around 1.5 for the intratemporal elasticity of substitution between Home and For-

eign bundles (the trade elasticity), σ, with a somewhat wide standard deviation of 0.15 in

order to recognize the importance of this parameter for the international transmission of

shocks (through the "trade channel") while also capturing the uncertainty surrounding its
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true value.

The parameter for the policy response to deviations from the inflation target, ψπ, is

linearly transformed in order to be consistent with the domain of the Gamma distribution

and to rule out violations of the Taylor principle (requiring interest rates to respond more

than one-for-one to inflation). This ensures determinacy of the benchmark model solution

in most of the parameter space. Hence, I estimate ψπ − 1 with a Gamma prior centered

at 0.5 (which implies a prior mean of 1.5 for ψπ) and a prior standard deviation of 0.01.

Similarly, I select a Gamma distribution for the parameter that defines the policy response

to fluctuations of the output gap, ψx, with a prior mean of 0.5 and a standard deviation of

0.01.

Parameters of the Shock Processes. I select a Beta prior for the persistence of the

productivity shock δa as well as for the cross-country spillovers parameter δa,a∗. These two

parameters are centered around 0.865461 and −0.007733, respectively. I also impose pretty

tight priors with standard deviations of 0.001 in both cases in order to ensure that the

VAR(1) process that describes the Home and Foreign productivity shocks remains close to the

estimates reported in Table 3. I select a Beta distribution for the first-order autocorrelation

of the monetary shocks, δm, as well as for the persistence of the cost-push shock, δu. The

priors are centered around 0.90 and 0.50, respectively, with a fairly tight prior standard

deviation equal to 0.01.

The prior volatilities of the productivity shock, the monetary shock, and the cost-push

shock, σa, σm, and σu, are centered at their parameterized values of 0.787714415, 0.50, and

0.10, respectively. I select an Inverse Gamma distribution to represent the prior of each of

these volatility parameters, with a tight standard deviation of 0.001 for the productivity

shock volatility and of 0.01 for the others. I choose Beta priors for the cross-country cor-

relation of innovations for each of the shocks, ρa,a∗, ρm,m∗, and ρu,u∗ . I center ρa,a∗ at the

calibrated value of 0.151807 with a prior standard deviation of 0.01, ρm,m∗ is centered at the

calibrated value of 0 with a standard deviation of 0.01, and ρu,u∗ at the calibrated value of 0

with a standard deviation of 0.01. Finally, I adopt an Inverse Gamma prior distribution for

the measurement error volatilities, σ1, ..., σ4, all of which are centered at their parameterized

value of 0.15 with a very tight standard deviation of 0.005.
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3.3 Technical Details

The model solution including the driving processes of the shocks described previously con-

stitute a linear system of equations that fits naturally into a state-space representation. I

estimate such a system of equations with Bayesian methods, as surveyed for example by

Martínez-García et al. (2012) and Martínez-García and Wynne (2014). Let me denote the

prior density of the model parameters

λ̃ ≡
(
γ, ϕ, σ, ξ, α, ψπ, ψx; δa, δa,a∗ , σa, ρa,a∗ , δu, σu, ρu,u∗ , δm, σm, ρm,m∗ ;σ1, σ2, σ3, σ4

)T
(130)

as p
(
λ̃
)
, the likelihood function by L

(
λ̃ | ̂̃Y o

t

)
where

̂̃
Y
o

t ≡
(
π̂t, π̂

∗
t , ât, â

∗
t , r̂

survey
t , î∗t ,E

survey
t (r̂t+1) , ...,Esurveyt (r̂t+h)

)T
(131)

is the vector of observable endogenous variables, and the posterior distribution as p
(
λ̃ | ̂̃Y o

t

)
∝

L
(
λ̃ | ̂̃Y o

t

)
p
(
λ̃
)
. The vector of observable endogenous variables ̂̃Y o

t is mapped into the

data vector ̂̃Y obs

t given by (109) as indicated earlier. Bayesian estimation combines prior

information about the benchmark model’s parameters with its likelihood function to form a

posterior density, from which to draw using standard Markov Chain Monte Carlo (MCMC)

algorithms. I construct the likelihood using the Kalman filter based on the log-linear state-

space representation of the (reduced-form) solution of the rational expectations model if a

unique solution exists. Otherwise, I set to zero the prior probability for those regions of the

parameter space that imply non-existence or indeterminacy of the solution.

A Metropolis-Hastings algorithm– one of the algorithms of the Markov Chain Monte

Carlo (MCMC) class– is used to generate draws from the posterior distribution of the model

parameters λ̃. Under general regularity conditions, the posterior distribution of λ̃ is asymp-

totically normal. This Monte Carlo-based algorithm generates Markov chains with a station-

ary distribution that approximates a Gaussian posterior distribution around the mode with

a scaled version of the asymptotic covariance matrix. This allows me to effi ciently represent

the posterior distribution around the mode. I maximize the posterior density kernel with

a Newton-type optimization routine. I implement the algorithm with the software package

Dynare (see, e.g., Villemot (2011)), using a routine that initializes the Metropolis-Hastings

algorithm from a point in the parameter space with a high posterior density value (not
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necessarily the posterior mode).15

In this paper I pursue the standard approach to handle the stochastic singularity in

Bayesian econometrics (that arises when the model generates a rank-deficient covariance

matrix for the observables) and set the number of observables used for the estimation to be

equal to the number of structural and measurement error shocks in the model. This limits the

amount of time series data that can be incorporated into the estimation and the information

available for identification, but otherwise does not impose any extraneous restriction on the

composition of the vector of observables that I use in my estimation.

15I refer the interested reader to An and Schorfheide (2007), Martínez-García et al. (2012), and Martínez-
García and Wynne (2014) for a review of Bayesian techniques in the context of structural DSGE estimation.
For further reference on MCMC algorithms, see also Robert and Casella (1999).
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