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Abstract

This paper uses a battery of calibrated and estimated structural models to determine the
causal drivers of the negative correlation between output and aggregate uncertainty. We
find the transmission of uncertainty shocks to output is weak, while aggregate uncertainty
endogenously responds to first moment shocks in the presence of labor market search
frictions. This indicates that countercyclical movements in aggregate uncertainty are
endogenous responses to changes in output, rather than exogenous impulses. A vector
autoregression on simulated data shows recursive identification techniques do not
robustly identify structural uncertainty shocks.
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1 INTRODUCTION

Countercyclical variation in aggregate uncertainty—conditional forecast error volatilities of macro-
economic aggregates—is a well-documented feature of U.S. data. Whether the negative correlation
between real activity and its uncertainty is driven by the transmission of uncertainty shocks to out-
put or the transmission of output shocks to uncertainty remains an open question. This paper
answers this question using a battery of structural models driven by level and uncertainty shocks to
technology. We find that fluctuations in output can cause fluctuations in uncertainty, while exoge-
nous changes in uncertainty never cause significant fluctuations in output. This indicates that coun-
tercyclical movements in aggregate uncertainty are endogenous responses to fluctuations in real
activity and that exogenous uncertainty shocks play virtually no role in driving the business cycle.
We discipline our quantitative analysis by targeting the real uncertainty series constructed by
Ludvigson et al. (2021), which captures the common component of uncertainty across 73 measures
of real activity in the data. This series is particularly useful because it strips out the predictable
variation in macroeconomic aggregates, leaving only the variance of the unforecastable component
(i.e., uncertainty), and it is straightforward to compute an equivalent statistic in structural models.
We document that it has a small standard deviation and a strong negative correlation with output.
To guide our analysis, we first perform a simple calibration exercise using three commonly used
models: the real business cycle (RBC) model, the New Keynesian (NK) model, and the Diamond-
Mortensen-Pissarides (DMP) search and matching model. In each model, we posit that business
cycles are driven by two exogenous shock processes that generate variation in the first and second
moments of technology. We calibrate these stochastic processes to target the standard deviations
of aggregate uncertainty and output in the data and set the remaining parameters to typical values.
Two clear results emerge from our calibration exercise. First, uncertainty shocks play virtually
no role in explaining the business cycle fluctuations in output and are therefore uncorrelated with
output. Second, in the DMP model, first moment shocks cause aggregate uncertainty to endoge-
nously increase when output falls, creating a strong negative correlation in line with the data. In
sharp contrast, the RBC and NK models fail to generate any correlation between output and uncer-
tainty because neither of these models generate endogenous fluctuations in aggregate uncertainty.
The transmission of first moment shocks to aggregate uncertainty in the DMP model operates
through the law of motion for unemployment. A negative technology shock decreases output and
increases unemployment. A larger amount of unemployed workers generates more variability in
future outflows from unemployment and therefore greater uncertainty about future unemployment
and output. We find that this channel explains about half of the uncertainty fluctuations in the data.
Our calibration exercise leads to smaller volatility shocks than some papers in the literature. To

examine whether larger uncertainty shocks would overturn our findings, we consider an alternative



calibration that sets the volatility shock standard deviation to a similar value as Leduc and Liu
(2016) and Ferndndez-Villaverde and Guerrén-Quintana (2020). In this case, each model grossly
overstates the variation in aggregate uncertainty and misses the correlation with output. Further-
more, while uncertainty shocks appear to drive about 40% of the variation of output under this cal-
ibration, we show this effect is due to a mechanical interaction between first and second moment
shocks. Large second moment shocks generate larger changes in the size of first moment shocks,
which increase the volatility of output. The transmission of uncertainty shocks to output is less af-
fected by channels such as precautionary savings or real option effects emphasized in the literature.
Having established the DMP model as a strong candidate to explain the countercyclical varia-
tion of aggregate uncertainty, we ask how well it can jointly explain the cyclical variation in first
and second moments of real activity. We estimate the nonlinear model using a simulated method
of moments and find it closely matches a range of business cycle moments, including the standard
deviation, autocorrelation, and cyclicality of aggregate uncertainty. These results show that the
model provides a credible description of both real activity and uncertainty over the business cycle.
Importantly, it generates almost the same variance decompositions as our calibrated DMP model.
We use our estimated model to revisit the reduced-form evidence for the transmission of uncer-
tainty shocks to output. A prominent literature has used recursive identification schemes in struc-
tural vector autoregressions to identify the causal effect of uncertainty shocks on output and applied
this evidence to discipline structural models in which causality runs from uncertainty to output (e.g.
Basu and Bundick, 2017; Leduc and Liu, 2016; Oh, 2020). Applying these estimation techniques to
simulated data from our model generates responses of output to uncertainty shocks that are similar
to the empirical evidence, even though we know the true structural uncertainty shocks have al-
most zero impact on output. Therefore, a recursive identification scheme does not necessarily pick
up the true transmission mechanism from uncertainty to output. This finding is consistent with
Ludvigson et al. (2021), who develop a more sophisticated identification strategy and show it is
inconsistent with recursive methods. They also find the causal effect of real uncertainty shocks on

output is small, while real uncertainty responds to output shocks, consistent with our DMP model.

Related Literature This paper’s main contribution is to decompose the negative correlation be-
tween uncertainty and real activity into its causal drivers. Our emphasis on the DMP model has
precedent in the literature, though our main findings differ substantially. In an influential paper,
Leduc and Liu (2016) show that unemployment increases in response to heightened uncertainty,
as measured by the University of Michigan Survey of Consumers.! More recently, Cacciatore and
Ravenna (2021) introduce asymmetric wage dynamics into a DMP model and show that they can

amplify the response of unemployment to uncertainty shocks, especially in deep recessions. How-

'See Den Haan et al. (2020) for a discussion of the DMP model that clarifies the results in Leduc and Liu (2016).



ever, the overall effects of uncertainty shocks remain small elsewhere in the ergodic distribution,
so these shocks cannot be the primary source of the negative correlation in the data. Relative to
these papers, we use the DMP model to instead argue that the correlation is explained by reverse
causality, from output to uncertainty. The fact that the textbook DMP model generates endogenous
uncertainty responses to first moment shocks builds on earlier work by Bernstein et al. (2021) who
show that the law of motion for unemployment is a powerful source of endogenous uncertainty, as
well as Cacciatore and Ravenna (2021) in the context of asymmetric wage adjustment.?> Crucially,
neither of these papers attempt to decompose the negative correlation into its causal components.
Our consideration of both directions of causality distinguishes us from a work focused on
causality from uncertainty shocks to output. Several papers argue that uncertainty shocks can ex-
acerbate recessions.> Born and Pfeifer (2014, 2021) argue that such shocks are unlikely to play a
major role in driving the business cycle due to their small size and weak transmission mechanisms.
Our calibration exercise complements this finding by using data on uncertainty to reach a similar
conclusion in three textbook macro models. We then examine reverse causality from output to un-
certainty and show that it successfully explains the negative correlation in a textbook DMP model.
To decompose the variance of output and uncertainty into its structural components, we follow
Isakin and Ngo (2020) and use a Total Variance Decomposition. This method takes into account
nonlinearities and multiplicative interaction effects that occur between level and volatility shocks.
Linear Forecast Error Variance Decompositions (FEVD) miss both of those effects, while general-
ized FEVDs based on generalized impulse response functions (Lanne and Nyberg, 2016) miss the
multiplicative interaction effects. To the best of our knowledge, we are the first to use this method
to conduct variance decompositions in an estimated macro model. We show it is crucial to account
for interaction effects in order to accurately quantify the contributions of level and volatility shocks.
Finally, we note that our analysis focuses on the component of aggregate uncertainty linked
to real activity. As such, we do not claim to explain the relationships between real activity and
uncertainty in financial markets (e.g. the financial uncertainty index in Ludvigson et al. (2021),
which is based on 148 financial time series) or uncertainty at the micro level (e.g., dispersion in firm
productivity). Influential examples of papers in these areas include Bloom (2007), Bachmann and
Bayer (2013), Gilchrist et al. (2014), Christiano et al. (2014), Chugh (2016), Bloom et al. (2018),

20ur mechanism complements papers that focus on other sources of time-varying endogenous uncertainty (Arel-
lano et al., 2019; Benhabib et al., 2016; Brunnermeier and Sannikov, 2014; Fajgelbaum et al., 2017; Ilut et al., 2018;
Mendoza, 2010; Plante et al., 2018; Saijo, 2017; Straub and Ulbricht, 2015; Van Nieuwerburgh and Veldkamp, 2006).

3Following Justiniano and Primiceri (2008), a large literature has studied the effects of uncertainty shocks on the
business cycle. Ferndndez-Villaverde et al. (2011) study how volatility shocks to the real interest rate affect fluctuations
in emerging market economies, Mumtaz and Zanetti (2013) show that uncertainty shocks in the monetary policy rule
affect its transmission mechanism, Fernandez-Villaverde et al. (2015) show that heightened fiscal uncertainty can exac-
erbate recessionary episodes, Leduc and Liu (2016) study how uncertainty shocks to technology affect unemployment
dynamics, and Basu and Bundick (2017) use preference uncertainty shocks to capture the interaction between real ac-
tivity and financial uncertainty. See Fernandez-Villaverde and Guerrén-Quintana (2020) for a review of the literature.



and Sedlacek (2020). Extending our methods to these important topics is left for future research.
The paper proceeds as follows. Section 2 introduces the empirical measure of aggregate uncer-
tainty and its key statistical properties. Section 3 describes our models. Section 4 shows the results

from our calibration exercise, and Section 5 provides our estimation results. Section 6 concludes.

2 MEASURING AGGREGATE UNCERTAINTY

To comprehensively assess how well theoretical macro models can account for the interaction of
uncertainty with real activity, we first need an empirical measure of uncertainty. To this end, we
follow the methodology of Jurado et al. (2015) and Ludvigson et al. (2021), who define the uncer-

tainty of an outcome y; ; as the period-¢ conditional volatility of its h-period ahead forecast error,

Uji(h) = \/Et[(yj,t+h — Efyja+n])?)-

Given a vector of outcomes Y; = [y1+, Y2+, - - -, Ynt)', aggregate uncertainty is then defined as

Uh) =5 SN Us(h),

which is the cross-sectional average of the individual uncertainty measures. As Jurado et al. (2015)
note, this definition has three useful features.* First, the conditional volatility calculation strips
out the predictable variation in each outcome using the conditional expectation, leaving only the
variance of the unforecastable component. Second, the aggregation step ensures that aggregate
uncertainty measures the common component of uncertainty across a large set of data, rather than
idiosyncratic fluctuations in any one time series. Third, this definition of uncertainty is easily com-
putable in most models, which allows for a transparent comparison between the model and data.
We focus on the real uncertainty series introduced by Ludvigson et al. (2021).°> To obtain this
measure, they estimate a factor-augmented vector autoregression (FAVAR) with stochastic volatil-
ity using monthly data on over 280 macro and financial time series. All series are made stationary
and standardized before estimating. The FAVAR produces estimates of £,[y; 4] for each outcome
given a forecast horizon, h. The uncertainty of each individual series, I, .(h), is constructed using
a stochastic volatility model of the forecast errors of each series. The real uncertainty measure is
the mean of U; ;(h) across 73 monthly measures of real activity. Using a quarterly horizon (h = 3),

we then average across months within each quarter to produce a quarterly real uncertainty series.

4The literature has also used other measures of uncertainty, such as the VIX, forecast dispersion, and the policy
uncertainty index of Baker et al. (2016). However, as Jurado et al. (2015) point out, there is no guarantee that these
proxies capture uncertainty. The VIX can fluctuate for reasons that are unrelated to changes in uncertainty, such as
changes in risk aversion or firm leverage. Disagreement among forecasters could stem from a number of factors and
may not reflect fluctuations in uncertainty, and the policy uncertainty index is more narrowly focused than we require.

Ludvigson et al. (2021) show that real and financial uncertainty have different causal effects on output in the data,
so it is important to distinguish between them. We leave a joint analysis of the two types of uncertainty for future work.
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Figure 1: Per capita real GDP growth and real uncertainty over a 1-quarter horizon.

The Cyclical Behavior of Uncertainty Figure 1 plots our quarterly real uncertainty series (right-
hand axis) and the log growth rate of U.S. real GDP (left-hand axis). Similar to the monthly series
in Jurado et al. (2015) and Ludvigson et al. (2021), the quarterly real uncertainty series is counter-
cyclical, rising during recessions. These patterns are summarized by several useful statistics that
inform the calibration of our theoretical models and are reported at the top of the figure—the stan-
dard deviations of real uncertainty and detrended output, and their correlation. Given the standard-
ization of the data series used to construct U/, the standard deviation of uncertainty can be loosely
interpreted as 5.93% of the standard deviation of output growth. Therefore, the fluctuations in un-
certainty are considerably smaller than macroeconomic aggregates. The countercyclical nature of

those fluctuations is captured by the strong —0.60 correlation between real uncertainty and output.

Alternative Uncertainty Measures There is no unique way to compute an aggregate uncertainty
index in the data. An alternative to the real uncertainty index is to use the macro uncertainty series
introduced in Jurado et al. (2015) and Ludvigson et al. (2021), which is a broader measure of un-
certainty based on 134 real and financial variables. We denote this series by Uf,,,. For both of these
indexes we apply quarterly averages to the monthly observations. We also produce quarterly series
by directly estimating the FAVAR model with quarterly data. We denote these series by (/¢ and U/},

Table 1 reports the standard deviations, correlations, and cyclicality of our baseline and alterna-
tive uncertainty measures. We find the method of time aggregation and set of included time series
has little effect on our statistics of interest. While the uncertainty series based on quarterly data and
a larger set of time series are more volatile than our baseline uncertainty series, the standard devia-
tions remain small—loosely speaking, no more than 11% of output volatility. Furthermore, all four
uncertainty series are highly correlated with each other and exhibit nearly identical correlations

with detrended output. This shows all of the series contain similar information about uncertainty.

5



Std. Deviation Value Correlation Value Cyclicality Value

SD(U) 5.93 Corr(U,U7) 0.86 Corr(U,7) —0.60
SD(UT?) 7.53 COTT(Um,Um) 0.93 Corr(Unm, ) —0.57
SD(Up,) 9.94 Corr(U,Up,) 0.75 Corr(uq,y) —0.59
SD(UL) 10.68 Corr (U, U%) 0.81 Corr(Ul, §) 062

Table 1: Alternative uncertainty moments. The standard deviations are percents and ¥ is detrended output.
U is from Ludvigson et al. (2021) and 4, is from Jurado et al. (2015). Both series are estimated on monthly
data and then aggregated to quarterly. The g superscript refers to quarterly aggregation prior to estimation.

3 MODELS AND DECOMPOSITION METHODS

To understand how uncertainty interacts with real activity, we use textbook versions of the real
business cycle (RBC), New Keynesian (NK), and Diamond-Mortensen-Pissarides (DMP) models.

Each model is driven by two exogenous processes. The first is technology (TFP), which follows
Ina; = (1—p)Ina+ psInaiy + o0, 0 < py <1, €440 ~ N(0,1). (1

The second driving force determines the volatility of TFP, which follows an independent process
Inog: = (1= psy)In0a+ pspyInog i1+ Ospesvt, 0 < poy < 1, €50 ~ N(0, 1). ()

Therefore, TFP is subject to stochastic volatility (uncertainty) shocks, €, ;, that exogenously deter-
mine the time-variation in the standard deviation, o, of first moment shocks, €, . It is important
to specify the TFP process in natural logarithms. Since we will ultimately compute uncertainty mo-
ments for unit-less model quantities such as output growth, specifying TFP in logs ensures that we

do not introduce exogenous curvature into the output growth process, which will be linear in In a;.

3.1 REAL BUSINESS CYCLE MODEL A representative household chooses {ct, ny, kt}52, to

maximize expected lifetime utility, Ey > .~ f'[lnc, — 9 11: ]

hours, k; is capital, /3 is the discount factor, ¥ determines steady-state labor hours, 1/ is the Frisch

where c; is consumption, n; is labor

elasticity of labor supply, and Fj is an expectation operator conditional on information in period 0.

The household’s choices are constrained by ¢; + i; = wyn; + rf k;_, and the capital law of motion,
ky = (1—08)ki—1 + 1y, (3)
where i is investment, w; is the wage rate, and r} is the rental rate on capital. Optimality implies

= In] ¢, 4)
1 = Bz (rf, +1-16)], (5)



where z;1 = (¢i/ci11). The representative firm produces output with the following technology,
yr = azky ln% o (6)

where « is the capital share of income. The firm chooses {n;, k;_1} to maximize current profits,

ys — wyny — rrk;_1, subject to the production function. The two optimality conditions are given by

wy = (1 — a)ye/ny, @)
Tf = ayy /K. (8)

The aggregate resource constraint is given by
Ct+ i = Yt )

Equilibrium consists of quantities {y;, ki, ¢;, ¢, 4} 52, prices {w;, ¥}, and exogenous variables

{as, 001152, that satisfy (1)-(9), given the initial state {k_1,a_1, 0, 1} and shocks {e, s, €0, ¢ }524.

3.2 NEW KEYNESIAN MODEL The production sector now consists of a continuum of monop-
olistically competitive intermediate firms and a representative final good firm. Intermediate firm
f € [0, 1] produces a differentiated good, ys; = atk?‘,tfln}’_t‘", where n s and k¢ are the labor and
capital inputs used by firm f. The final goods firm purchases output from each intermediate firm
to produce a final good, y; = fo 9 b/ gdf 0/0=1) where # > 1 is the elasticity of substitution.
Profit maximization by the ﬁnal good firm determines the demand for intermediate good f,
Yre = (pr.e/pt) " Oys, where p, = fol edf 1/(1=9) is the price level. Following Rotemberg (1982),
intermediate firms pay a price adJustment cost, A}, = @(ps.e/(Tpsi-1) — 1)%y,/2, where p > 0

scales the cost and 7 is the steady-state inflation rate. Given this cost, the value of firm f satisfies

Vie= max  ppayse/pe—winge = rikpea — N A Bylren Vil
ny ke 1,05t ’

subject to yr; = atk:;'{t_ln};a and y;; = (pr+/p:) "y In a symmetric equilibrium where p;; =
pe, optimality implies the input demand schedules and New Keynesian Phillips curve are given by

w; = (1 — a)megye/ny, (10)

= ameyy ki, (11)

o(me/m = 1)(m/7) =1 =0+ Omey + BoEy[(ce/cor) (Tewr /T — 1) (Teqd/T)Yerr [ye], - (12)

where 7, = p;/p;_1 is the gross inflation rate. If ¢ = 0, then the real marginal cost of producing a

unit of output, mcy, equals (—1)/60, which is the inverse of the markup of price over marginal cost.



In addition to capital, the household has access to a nominal bond, so the budget constraint is
CoAdp + by = 1Rk by T+ dy,
where 7 is the gross nominal interest rate and d, is firm dividends. Optimality implies (4), (5), and
1 = Bz (re/mes)]. (13)
The central bank sets the gross nominal interest rate according to a typical Taylor rule given by
re = 7(m /70, (14)

where 7 is the nominal interest rate target and ¢, governs the strength of the response to inflation.
Equilibrium includes quantities {y;, k¢, ct, ¢, i¢ } 2, prices {wy, r¥, re, m, me }5°,, and exoge-

nous variables {at, 0, }7°, that satisfy (1)-(6) and (9)-(14), given the same initial state and shocks.

3.3 SEARCH AND MATCHING MODEL The representative household is populated by a unit
mass of workers.® Some workers in the household are unable to find jobs due to matching fric-
tions. Entering period ¢, there are n;_; employed workers and u;—; = 1 — n;_; unemployed work-
ers. Within the period, 5 employed workers exogenously lose their jobs. These workers search for
new jobs within the same period as their job loss. However, they will have less time to search for
new jobs in period ¢ than those who became unemployed in a previous period. Let x € [0, 1| denote
the fraction of a period that newly separated workers spend searching for work in the same period

as their job loss. Then the total number of unemployed searching workers in period ¢ is given by
u; = U1 + XSNt—1. (15)
The matching process is described by the following Cobb-Douglas function,
Mg, o) = €(up) 7, (16)

where ¢ > 0 is matching efficiency and ¢ € (0, 1) is the elasticity of matches with respect to unem-

ployed searching. The number of matches, the job finding rate, and the job filling rate are given by

my = min{ M(uy, v;), uy, v¢ }, (17)
fe=mu/uj, (18)
gy = mt/vt' (19)

®Following Merz (1995), Andolfatto (1996), and Den Haan et al. (2000) this approach assumes perfect consump-
tion insurance across employed and unemployed workers and lets us compare outcomes to the RBC and NK models.



Following Blanchard and Gali (2010), we assume newly matched workers begin employment in

the same period they are matched with a firm. Hence, aggregate employment evolves according to
ny = (1 —8)ny_1 +my. (20)
The unemployment rate u; includes anyone who is not employed in period ¢, so it is given by
up =up —my = 1—ny. 2D
The representative household solves

JI'=max Inc, + BEJ,
Ct,t
subject to (3) and
et + by = wyng + Tk + buy — 7,

N1 = (1 = 5(1 = xfe1))ne + frgrue,
U1 = 5(1 — xfipr)ne + (1 — fipr)u,

where b is the flow value of unemployment and 7; is a lump-sum tax. Optimality implies (5).
Production is the same as it is in the RBC model, except firms must also post vacancies, v;, that

are subject to a per unit cost, x, in order to hire additional workers. The representative firm solves

JI'= max vy, —wmny — ¥k — ko + Et[$t+1J£r1]
kt—1,m¢,0¢
subject to (6) and
ne = (1 —8)m_1 + quuy,

'UtZO.

Letting A, ; denote the Lagrange multiplier on the employment law of motion, optimality implies

rf = ayy/ky1, (22)

At = (1 —a)ye/ne —wy + (1 — 3) By A p11], (23)
QAnt = K — Aot 24)

Aostr =0, Az > 0. (25)

As noted by Hall (2005), there is wage indeterminacy in the absence of additional model struc-
ture. We follow the bulk of the literature and assume wages are determined via Nash bargaining

between an employed worker and the firm. To operationalize Nash bargaining, define the total sur-



plus of a new match as A, = A\, + Ji, — J//,, where Ji/, and J{, satisfy the envelope conditions

I = wi+ Eyfmeen (1= (1 = X forr)) TN ar + (1 = X fir) 1)),
J(?t =b+ Et[$t+1(ft+1=]ﬁ,t+1 +(1— ft+1)J£t+1)]-

The equilibrium wage rate maximizes (J, — J#,)"), ", where n € [0,1] is the household’s
bargaining weight. Optimality implies J{, — J{/, = nA; or, equivalently, \,; = (1 — n)A;. To

derive the equilibrium wage, combine the optimality conditions with .J ]{}' £ Jgt, and (23) to obtain

wy = n((1 — a)ye/ne + K(1 — x8) Et[wi110141]) + (1 — n)b. (26)

The household’s wage rate in period ¢ is a weighted average of the firm’s value of a new match and
the worker’s outside option b. The firm’s value of a new worker includes the additional output pro-
duced plus the discounted expected value of the worker net of separations that occur in period ¢+ 1.

The aggregate resource constraint is given by
c + iy + KU = Yy 27

Equilibrium now consists of sequences of quantities {y:, k¢, ¢, ng, iz, ug, uf, v, My, My, Gty fr 1220
prices {wy, 77, Aty Aot }520, and exogenous variables {ay, 0, }2, that satisfy (1)-(3), (5)-(6), and

(15)-(27), given an expanded initial state {k_1,n_1,a_1, 0,1} and the same shocks {e, 1, €5, +}12;.

3.4 MODEL BASED UNCERTAINTY We define aggregate uncertainty in each model as the un-
certainty surrounding quarterly output growth, and it is standardized to apply the same transforma-
tion as the data. As noted in Section 2, our empirical measure of uncertainty captures the common
component of uncertainty across many macroeconomic time series. In the models, the uncertainties
surrounding all variables are mechanically driven by common exogenous and endogenous compo-
nents. As a result, they exhibit similar standard deviations and strong positive correlations. Thus,

we find it is reasonable to map our empirical uncertainty measure to output growth in our models.

3.5 SOLUTION METHOD We solve the nonlinear model using the policy function iteration al-
gorithm in Richter et al. (2014), which is based on the theoretical work on monotone operators in
Coleman (1991). The algorithm minimizes the Euler equation errors on each node in the state space
and computes the maximum change in the policy functions. It then replaces the initial guess with
the updated policy functions and iterates until the maximum change is below the tolerance level.
We discretize the endogenous state variables and TFP, and approximate the exogenous volatil-
ity process and future level shock using the /NV-state Markov chain in Rouwenhorst (1995). The
Rouwenhorst method is useful because it does not require us to interpolate along the volatility

state, making the solution more accurate and faster than quadrature methods. To obtain initial con-
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jectures for the nonlinear policy functions, we solve the linear analogue of our nonlinear model

with Sims’s (2002) gensys algorithm. Appendix B describes the solution algorithm in more detail.

3.6 TOTAL VARIANCE DECOMPOSITIONS To decompose the variance of a model outcome into
its structural components, we cannot use standard methods such as linear forecast error variance
decompositions (FEVDs). Instead, we follow Isakin and Ngo (2020) and use a Total Variance
Decomposition (TVD). Based on the law of total variance, the TVD takes into account both non-
linearities in the model and multiplicative interaction effects that occur between level and volatility
shocks. Linear FEVDs miss both of those effects, while generalized FEVDs based on generalized
impulse response functions (Lanne and Nyberg, 2016) miss the multiplicative interaction effects.
Formally, let e; = [e14,...,&n) denote a vector of shocks and y; = f(e;) denote an outcome
determined by some possibly nonlinear function f. We would like to decompose the variance of the
h-step ahead forecast error in period ¢, Vi[y; 1 — Eyirn] = Vi[yi1n], into components attributable
to each shock and their nonlinear interactions. To achieve this, we consider two TVDs. First, let
{e_;}*" denote a realization of all shocks except j in periods ¢ + 1 to ¢ + h. Using this set of

shocks as a conditioning random variable and applying the law of total variance to V;[y;, ] yields

Vilyesn] = EVilyrenl{e—i 1001 +VilErlyenl {e— 1177 (28)

~
Total Effect of shock j

The first term computes the variance of ¥, driven by randomness in the path of the jth shock
{e;}i+4, and then averages over all possible paths of the other shocks {e_;}*%. Therefore, this
term captures the contribution of shock j to the total variance. Importantly, this contribution con-
tains both its direct and interaction effects. The second term captures the residual variance due to
the other shocks, which includes their direct effects and interactions excluding those with shock ;.

The second TVD conditions on the jth shock, {¢; }iﬂ so the law of total variance implies

Vilyien] = EuVilyeen {25 0] + Vil Byl {g;1130) (29)

~
Direct Effect of shock j

In this case, the first term captures the variance contribution of all shocks except j, including both
their direct and interaction effects. More importantly, the second term captures the residual vari-
ance driven by only the direct effect of the jth shock. Computing the decompositions in (28) and

(29) for each shock 7 = 1, ..., n allows us to parse out the direct and interaction effects of shock ;.

Examples We apply the TVD method to two simple models of an outcome y; = f(e14¢,24)

driven by two independent standard normal shocks €1 4,2 ~ N(0, 1). First suppose f is linear so

Yy = O1€1 + 0282y, 01,09 > 0.
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Conditioning on shock 1 yields

Vilyesn) = EVilorerein + o2eaeinl{en i) + VilEiloien + o2eaenl{e1 T,

which simplifies to V;[y;4 1] = 02 + o2. Hence, the total contribution of shock 2 is 2, while the di-
rect effect of shock 1 is o7. Conditioning on shock 2 yields V; [y, 1] = o} + o3. Therefore, the total
contribution of shock j € {1,2}, o2, 1is entirely due to direct effects. Under a linear specification,
there are no interaction effects and the sum of the total contributions is equal to the total variance.

Second, consider a simple model of stochastic volatility,

Yy = O¢€14,

oy =0+ Osv€2it-

In this setting, shock 1 directly impacts the level of y;, while shock 2 only affects y; through its
impact on the volatility of the level shock.” Conditioning on shock 1 and applying the TVD yields

Vilyern] = Ex[Vi[(o + Usv52,t+h)€1,t+h‘{51}?1’11]] + V[ Ed[(o + Usvgz,t+h>51,t+h‘{51}§HH>

which simplifies to V;[y; ] = 02, + 2. Hence, the total contribution of shock 2 is o2, while the

direct effect of shock 1 is 2. Conditioning on shock 2 yields V;[y:,1] = (6% +02,) +0, so the total

contribution of shock 1 is 2 + o2 , while the direct effect of shock 2 is zero. The share of shock

sv?
1’s total variance contribution due to direct effects is 2 /(02, + %), while shock 2’s contribution
is entirely driven by interaction effects with shock 1. Note that in this nonlinear setting, the total

contributions no longer sum to the total variance due to double counting of the interaction effects.

4 CALIBRATION EXERCISE

This section calibrates our models as a first pass at examining the relationship between output and
aggregate uncertainty. The first calibration, labeled “Data”, sets o, and 7, to target the standard
deviations of aggregate uncertainty and detrended output as reported in Figure 1. The second
calibration, labeled “Large”, sets o, to a much larger value to highlight the effects of targeting
aggregate uncertainty and place a plausible upper bound on the importance of uncertainty shocks.
Specifically, o, is set so that a one standard deviation increase in o, ; doubles its mean value. This
leads to a value of o, that is close to the values in Fernandez-Villaverde and Guerrén-Quintana
(2020) and Leduc and Liu (2016). Given o, we again set 7, to target the standard deviation of de-
trended output. All other parameter values are set to conventional values reported in Appendix D.

Table 2 reports the calibrated values of 7, and o, for each model under the Data and Large

"We abstract from requiring o; > 0 for simplicity. The volatility process is in logs when we estimate our model.
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Data Calibration Large Calibration

RBC NK DMP RBC NK DMP
Level Shock (o) 0.0127 0.0123 0.0061 0.0082 0.0080 0.0037
Volatility Shock (o) 0.0548 0.0548 0.0193 0.4500 0.4500 0.3543

Table 2: Standard deviations. The RBC and NK models are quarterly and the DMP model is monthly.

calibrations. A volatility shock under the Data calibration increases average volatility in the model
between 2% and 5%.% When we mechanically increase o, in the Large calibration, the value of 7,
decreases by 35% to 40% in order to achieve the same standard deviation of output. This means the

fluctuations in TFP volatility increase under this calibration, but average TFP volatility decreases.

4.1 SIMULATION RESULTS Table 3 reports key moments from simulations of each model un-
der the Data and Large calibrations. First consider the RBC model under the Data calibration.
The model matches the standard deviations of aggregate uncertainty and output, but uncertainty is
acyclical, in contrast to the strong negative correlation between uncertainty and output in the data.

There are two possible explanations for the weak correlation. Output and uncertainty are en-
tirely driven by orthogonal shocks or there are offsetting causal mechanisms (e.g., first moment
shocks induce a positive correlation, while volatility shocks induce a negative correlation). The
variance decompositions show the former explanation is correct. Focusing on output, level shocks
explain 100% of the variance, while volatility shocks account for 0.68%. Recall the decomposition
is not additive due to double counting of interaction effects. Using the method in Section 3.6, we
find the direct effects account for over 99% of the level shock variance contribution and only 0.27%
of the volatility shock contribution. Hence, output variance is almost entirely driven by the direct
effect of level shocks, with very little role for volatility shocks or their interaction with level shocks.

In contrast, the decomposition of aggregate uncertainty emphasizes the importance of volatility
shocks, which explain 100% of the variance of uncertainty. There is no role for level shocks. Since
these shares are almost entirely due to direct effects, changes in aggregate uncertainty are exoge-
nous and unrelated to changes in output. This explains the negligible correlation in the RBC model.

We obtain similar results in the NK model. This finding echoes Born and Pfeifer (2014), who
find small effects of aggregate uncertainty shocks in a medium-scale NK model with multiple
sources of exogenous volatility. In line with their reasoning, volatility shocks are too small and
have too weak of a transmission to play a meaningful role in business cycle fluctuations. This result
does not contradict papers that show uncertainty shocks may worsen recessionary episodes (Cac-

ciatore and Ravenna, 2021; Ferndndez-Villaverde et al., 2015). Our point is simply that these ef-

8Following Born and Pfeifer (2021), we could estimate a TFP process outside the model. Using Hamilton filtered
TFP data, a volatility shock would increase average volatility by 10%, close to our estimates under the data calibration.
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Data Calibration Large Calibration

RBC NK DMP RBC NK DMP

Uncertainty

SD(U) 5.93 5.93 5.93 45.26 45.29 56.09

SD(y) 3.15 3.15 3.15 3.15 3.15 3.15

Corr(U,7) —0.01 0.01 —0.82 0.00 0.00 —0.09
Output Decomposition

Level Total 100.00 100.00 100.00 99.87 99.87 99.75

Volatility Total 0.68 0.68 0.19 36.14 36.15 43.27

Level Direct 99.32 99.32 99.81 63.94 63.93 56.90

Volatility Direct 0.27 0.27 0.29 0.37 0.37 0.58
Uncertainty Decomposition

Level Total 0.00 0.04 73.50 0.00 0.00 2.00

Volatility Total 100.00 99.96 26.79 100.00 100.00 99.46

Level Direct 98.30 98.54 99.60 25.38 52.02 27.12

Volatility Direct 100.00 100.00 98.89 100.00 100.00 98.75

Table 3: Simulated moments and variance decomposition. The standard deviations are percents and ¢ is
detrended output. “Direct” refers to the share of “Total” attributable to direct effects based on (28) and (29).

fects are not widespread enough to play a major role in explaining business cycles. Thus, they can-
not generate a strong negative correlation between aggregate uncertainty and output in the model.

Now turn to the DMP model under the Data calibration. In sharp contrast to the RBC and
NK models, it features a strong negative correlation between output and uncertainty (—0.82) that
exceeds the data. Furthermore, the variance decompositions show that level shocks are the common
driver of output and uncertainty. Their direct effects explain almost 100% of output variance and
74% of uncertainty variance. This shows the negative correlation is driven by first moment shocks

causing fluctuations in uncertainty, rather than volatility shocks generating fluctuations in output.

Endogenous Uncertainty in the DMP Model The law of motion for unemployment provides a
powerful propagation mechanism from level shocks to uncertainty (Bernstein et al., 2021). Con-

sider the simplest version of this equation obtained by combining (18), (20), and (21) with y = 0,
U1 = g + S(1 — uy) — froruy.
Computing the period-t conditional variance of 1-period ahead unemployment yields
Vilugs] = thV;f[ft-i-lL

which shows that the variance of future unemployment is increasing in current unemployment. In-
tuitively, for a given job finding rate variance, a larger mass of unemployed workers will generate

more variability in the future total outflow f;,,u;, and hence more variance in future unemploy-
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ment. Since unemployment uncertainty directly affects output uncertainty through the production

function, the DMP model features endogenous fluctuations in uncertainty driven by level shocks.’

Large Uncertainty Shocks Now consider the Large calibration. We focus on the DMP model,
given its relative success under the Data calibration, though the results are similar across all three
models. In this case, the standard deviation of uncertainty (56%) is over nine times larger than the
data, while its correlation with output (—0.09) is close to zero. Therefore, when uncertainty in the
model is excessively volatile, its co-movement with real activity is very weak relative to the data.
The negligible correlation is due to the different transmission mechanisms of volatility shocks
to output and uncertainty and is visible in the variance decompositions. Focusing on output, level
shocks account for almost 100% of the variance, while volatility shocks account for 43%. The di-
rect effects account for 57% of the level shock variance contribution but only 0.58% of the volatility
shock contribution. Thus, the transmission of volatility shocks to output is almost entirely due to
their multiplicative interaction with level shocks. Volatility shocks matter only because they exoge-
nously and stochastically vary the transmission strength of first moment shocks. The direct effects
of volatility shocks that operate through changes in risk have very little impact on output dynamics.
In contrast, volatility shocks transmit to uncertainty entirely through direct effects. The direct
effects of volatility account for almost 99% of the volatility shock variance contribution, which
itself explains 99% of the variance of uncertainty. Therefore, fluctuations in uncertainty are an ex-
ogenous phenomenon, which implies they are unrelated to level shocks and fluctuations in output.

This difference in transmission results in a negligible correlation between output and uncertainty.

4.2 GENERALIZED IMPULSE RESPONSES The results of our Large calibration are not driven
by implausible responses to uncertainty shocks. To see this, Figure 2 plots generalized impulse
responses of output and unemployment to a 2 standard deviation uncertainty shock in the DMP
model.!” These responses are informative about the direct contribution of the uncertainty shock.
Under the Large calibration, the shock causes a 60% increase in level shock volatility, a peak
decline in output of about 0.035%, and a peak increase in the unemployment rate of about 1.25%,
which translates into only a 0.07 percentage point change in the unemployment rate. Although the
real effects are small in an absolute sense, they are similar to the responses in the literature on which
the Large calibration is based. For example, the response of the unemployment rate in Leduc and
Liu (2016) to a similar uncertainty shock peaks at 1.8%. We conclude that such responses are vastly

inconsistent with the standard deviation of aggregate uncertainty and its correlation with output.

9Unlike the DMP model, neither the RBC nor the NK model contain a strong mechanism for generating endoge-
nous fluctuations in aggregate uncertainty. As discussed in Atkinson et al. (2021), these models fail to generate endoge-
nous movements in uncertainty because endogenous outcomes are essentially log-linear in first moment TFP shocks.

10Following Koop et al. (1996), the response of x5 over horizon h is given by Gy (T4 nlesvt41 = 2,2¢) =
100 x (Ei[zitnlesv t+1 = 2,2¢]/ E¢[xi+n|2¢] — 1), where z, is the state vector and 2 is the shock size in period ¢ + 1.
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Figure 2: Generalized impulse responses to a 2 standard deviation positive volatility shock.

Under the Data calibration, which targets the standard deviation of uncertainty, the responses
change dramatically. Due to the smaller o, the responses are substantially dampened so that un-

certainty shocks have a negligible effect on real activity, in line with the variance decompositions.

5 ESTIMATED MODEL OF UNCERTAINTY

Among the set of textbook models, only the search and matching model generates the negative
correlation between output and uncertainty in the data. This section estimates a version of this
model and finds that it can jointly explain variation in macroeconomic aggregates and uncertainty.

To credibly match both the dynamics of consumption and investment, we introduce investment

adjustment costs. Following Jermann (1998), the law of motion for capital, (3), is replaced by

. 1-1/v
a9 1t
= (] — _ _
ke = ( O)ke—1 + (Ch + —1/v (ktl) ) K1, (30)

where v > 0 determines the adjustment cost and a; = §/(1 — /) and ay = 6'/¥ are chosen so there

are no adjustment costs in steady state. The optimality condition for investment (5) is replaced by

1/ i \Y 1 (i Y 1

t k t+1 t4+1
— () =E Sy ez 1-9 =y 31
Q2 (kt1> H (rt+1+ az ( ki ) ( )+ v—1 k )] GD

5.1 ESTIMATION METHOD The model is estimated using quarterly data from 1963 to 2019.

Appendix A provides detailed descriptions of our data sources and how the data was transformed.

Parameter Identification We estimate 10 parameters: b, ¢, 1, K, X, V, Pa, Ta; Psv, Tsv- While they
are jointly estimated, we can heuristically describe how each parameter is identified based on spe-

cific moments in the data. Table 4 summarizes the identification scheme. The outside option b
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governs the economy’s “fundamental surplus fraction” (Ljungqvist and Sargent, 2017), defined as
the upper bound on the fraction of a worker’s output that is allocated to vacancy creation. It is well
understood that a small fundamental surplus fraction driven by a large b is crucial to deliver real-
istic volatilities of unemployment and vacancies (Hagedorn and Manovskii, 2008; Ljungqvist and
Sargent, 2017). While b affects overall labor market volatility, the matching elasticity, ¢, affects the
relative volatilities of vacancies and unemployment. When the elasticity is higher, an increase in
matches requires a smaller increase in unemployed searching and hence unemployment. Therefore,
when matches fluctuate, unemployment fluctuates less relative to vacancies. Hence, we estimate b

and ¢ by targeting the standard deviations of detrended unemployment and vacancies in the data.

Parameters Identifying Moments

b, o SD(71)~7 SD(fD)~

n Cov(w,?)/Var(l)

K, X E(u), E(f)

v SD(¢),SD(i), AC(¢), AC(7)
Pa;Oa AC(9), SD(g)

Psvs Tsp ACU),SDU),Corr(U,y)

Table 4: Identification heuristic. £, SD, Var, AC, Corr, and Cov denote the mean, standard deviation,
variance, autocorrelation, correlation, and covariance in our sample. A tilde denotes a detrended variable.

The Nash bargaining parameter, 1, governs the responsiveness of wages to changes in the
marginal product of labor, which is driven by labor productivity, / = y/n. Hence, we follow
Hagedorn and Manovskii (2008) and estimate 7 by targeting the empirical elasticity of detrended
wages with respect to detrended labor productivity. The last two labor market parameters, x and
X, are estimated by targeting the average unemployment and job finding rates. We pin down the
parameters of the TFP process, p, and 7,, by targeting the standard deviation and autocorrelation
of detrended output. The investment adjustment cost parameter, v/, is then identified by targeting
the standard deviations and autocorrelations of detrended consumption and investment. Finally,
the parameters of the volatility process are pinned down by targeting the standard deviation, auto-
correlation, and cyclicality of the real uncertainty series constructed by Ludvigson et al. (2021).!!

The moments are estimated with a Generalized Method of Moments (GMM) and stored in \ff? .

Estimation Procedure Five parameters are set externally. The time discount factor, j3, is set to
0.9983, which implies an annual real interest rate of 2%. The capital depreciation rate, 6 = 0.0079,
matches the annual average rate on private fixed assets and consumer durable goods converted to

a monthly rate. The income share of capital, o = 0.3888, equals the complement of the quarterly

Tn the absence of exogenous volatility shocks, all uncertainty fluctuations would be endogenous and its correla-
tion with output would be close to —1. Since output barely responds to exogenous volatility shocks, increasing the
exogenous component of uncertainty fluctuations by increasing o, and ps, also lowers the correlation with output.
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labor share in the non-farm business sector. The steady-state job separation rate, 3, is set to 0.0328
to match its sample mean. Finally, the steady state job filling rate is set to 0.3306. This corresponds
to a quarterly filling rate of 0.7, which matches Den Haan et al. (2000) and Leduc and Liu (2016).

Conditional on the GMM estimates of the target moments, the remaining parameters are esti-
mated by applying a Simulated Method of Moments (SMM) to our nonlinear search and matching
model. For parameterization 6 and shocks £, we solve the model and simulate it R = 1,000
times for 7" periods. The analogues of the targets are the mean moments across the R simulations,

\Tfﬁ‘{ +(0,E). The parameter estimates, 6, are obtained by minimizing the following loss function:
J(0,€) = (U7 — U (0, E)'[E7 (1 + 1/R) 7 — Uirn(6, €)),

where ZA]? is the diagonal of the GMM estimate of the variance-covariance matrix. A Monte Carlo
procedure is used to calculate the standard errors on the parameters.'> We run our SMM algorithm
N, = 200 times, each time conditional on a particular sequence of shocks £° but holding fixed
the empirical targets, U2, and weighting matrix, 2%’ , used in the loss function. Given the set of
parameter estimates {07}, , we report the mean, = Zivzl 0 /N,, and standard errors.'> While
this method is numerically intensive, it has two major benefits. First, it provides more reliable
estimates of the standard errors than using the asymptotic variance of the estimator, which is more
common. Second, it is an effective way to determine whether the parameters are identified and
check for multiple modes. Appendix C provides a step-by-step outline of our estimation procedure.

The targets are based on quarterly data in percent deviations from a Hamilton (2018) filtered
trend.'* Each period in the model is 1 month, so we aggregate the simulated data to a quarterly
frequency. We then detrend the simulated data by computing percent deviations from the time aver-
age, so the units of the moments are comparable to their counterpart in the data. We compute uncer-

tainty over a 3-month horizon (h = 3) in order to match the horizon of the real uncertainty series.

5.2 ESTIMATION RESULTS Table 5a reports the estimated parameters and their standard errors.
All parameters are precisely estimated, with mean estimates that are well within conventional
ranges. For example, the matching elasticity, ¢, is within the range of elasticities estimated in the
data (Mortensen and Nagypal, 2007; Petrongolo and Pissarides, 2001). The outside option, b, is just
below the value in Hagedorn and Manovskii (2008), and the search duration, Y, is close the value in
Shimer (2005). The small standard errors on the parameter estimates indicate that our identification

scheme is strong. In particular, the data is pinning down the parameters governing the volatility

12Ruge-Murcia (2012) applies SMM to several nonlinear business cycle models and finds that asymptotic standard
errors tend to overstate the variability of the estimates. This underscores the importance of using Monte Carlo methods.

3The practice of re-estimating with different sequences of shocks follows the recommendation of Fabio Canova
(see http://apps.eui.eu/Personal/Canova/Teachingmaterial/Smm_eui2014.pdf, slide 16).

14Specifically, we regress each time series on its most recent 4 lags following an 8 quarter window. Hodrick (2020)
shows this approach is more accurate than an HP filter when time series, such as ours, are first-difference stationary.
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Parameter Mean SE Parameter Mean SE
Search Duration () 0.5463 0.0011 Investment Adjustment Cost (v) 5.4153 0.0214
Vacancy Posting Cost (k)  1.1922 0.0090 Level Shock Persistence (pg) 0.9239 0.0006
Outside Option (b) 0.9380 0.0003 Level Shock SD (7,) 0.0105 0.0000
Matching Elasticity (¢) 0.4940 0.0004 Volatility Shock Persistence (ps.,) 0.9438 0.0008
Bargaining Weight () 0.1465 0.0007 Volatility Shock SD (o,) 0.0157 0.0001
(a) Parameter estimates and standard errors.

Target Data SE Model Target Data SE Model
E(u) 5.97 0.25 5.93 SD(U) 5.93 0.62 6.08
E(f) 41.88 1.26 41.90 AC(U) 0.89 0.04 0.89
SD(g) 3.15 0.31 3.66 Corr(U,7) —0.60 0.08 —0.62
SD(¢) 2.06 0.17 2.02 AC(9) 0.90 0.03 0.88
SD(7) 8.68 0.82 7.31 AC(¢) 0.88 0.03 0.92
SD(a) 21.36 1.98 21.17 AC(7) 3 0.89 0.04 0.86
SD(7) 21.64 2.08 21.72 Slope(w, £) 0.63 0.09 0.63

(b) Data and simulated moments. The overall fit is J = 8.8 with p-value 0.067.

Table 5: Estimation results.

process, which is crucial for decomposing the exogenous and endogenous sources of uncertainty.
The success of our estimation is also clear from the simulated moments. Table 5b reports the
mean and standard errors of the target moments as well as the simulated moments based on the esti-
mated mean parameterization. Importantly, the model matches the standard deviation and autocor-
relation uncertainty as well as its correlation with output. In addition, the model closely matches all
of the real activity and labor moments. The fit is sufficiently strong that the model passes an over-
identifying restrictions test at the 5% confidence level. These results provide confidence that the

DMP model provides a credible description of real activity and uncertainty over the business cycle.

Output Decomposition Uncertainty Decomposition

Level Total 100.00 43.16
Volatility Total 0.23 57.41
Level Direct 99.77 98.67
Volatility Direct 0.21 99.00

Table 6: Variance decompositions in the estimated DMP model.

Variance Decompositions The qualitative results from our calibration exercise carry through to
our estimated model. Following the same methods, Table 6 reports the variance decompositions of
output and uncertainty in the estimated model. Similar to the calibration exercise, there is almost
no role for volatility shocks in explaining output variance, while the direct effect of level shocks

explains 43% of the variance in uncertainty. In the calibration exercise it was 74%, but the DMP
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model overshot the correlation between uncertainty and output. The lower but still significant frac-

tion of endogenous uncertainty reflects that the estimated model matches the negative correlation.
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Figure 3: Generalized impulse responses to 2 standard deviation positive level and volatility shocks.

Generalized Impulse Responses To further dissect the model’s dynamics, Figure 3 plots general-
ized impulse responses of output, unemployment, and uncertainty to 2 standard deviation level and
volatility shocks. In line with the variance decompositions, all outcomes respond strongly to the
level shock, while only uncertainty significantly responds to the volatility shock. Once again, these
results show that a significant fraction of uncertainty fluctuations are endogenous and volatility

shocks have small real effects when the model matches uncertainty and output dynamics in the data.

5.3 IMPLICATIONS FOR VAR MODELS While generalized impulse responses are useful for
understanding the propagation of structural shocks, they are difficult to directly compare to the
data. Empirically, applying identification restrictions to estimated vector autoregressions (VARS)
is required to tease out the causal links between uncertainty and output. Consider a bivariate VAR,

Yi= 2 A+, (32)
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where Y, is a vector containing output and uncertainty, v; is a vector of reduced-form shocks, and 4;
is a matrix of parameters. The number of lags L = 3 is based on the Akaike Information Criterion.
A common way to estimate the response of output to uncertainty shocks is by ordering uncer-
tainty first in Y; and using a Cholesky decomposition to obtain the identified structural shocks (Basu
and Bundick, 2017; Leduc and Liu, 2016; Oh, 2020). In this setting, uncertainty shocks can affect
uncertainty and output on impact, while output shocks can only affect output contemporaneously.
Importantly, this assumption is violated in our estimated model, since the true structural uncertainty
shocks have a negligible effect on output, while output (level) shocks do affect uncertainty. To test
whether the recursive identification scheme can identify the true structural output responses, we
estimate the VAR model on actual and simulated data and compare the identified responses. We
simulate the monthly DMP model 1,000 times to produce artificial data series with 684 monthly
observations. This provides 228 quarterly observations—the same as in our structural estimation.
Figure 4 reports the impulse responses of output and uncertainty to uncertainty shocks using
actual and simulated data under the recursive identification scheme. The responses based on actual
data are similar to those in the literature: a positive uncertainty shock raises uncertainty and lowers
output on impact. Importantly, we obtain similar responses using our simulated data, so the VAR
produces similar responses of output to an identified uncertainty shock even though it violates the
empirical identification assumption. This means the recursive identification scheme with uncer-
tainty ordered first does not necessarily identify the true structural uncertainty shocks. Appendix E
shows our VAR results are robust to also including consumption, investment, and unemployment.
Only the level shock affects uncertainty and output on impact in the simulated data. This means
the identified “structural” shock must be correlated with the level shock from the DMP model. We
confirm this intuition by estimating the VAR model on simulated monthly data (i.e., the frequency
of the model) and correlating the identified structural shocks with the true structural shocks. While
the identified uncertainty shock has a correlation of 0.84 with the true structural uncertainty shock,
it also has a correlation of —0.46 with the true structural level shock, confirming it is contaminated.
To confirm our results are not driven by spurious correlations, we check whether the VAR can
identify the true structural shocks under the recursive ordering implied by our model. When we
repeat the simulation exercise with output ordered first, the identified output shock has a correlation
of 0.99 with the true level shock and 0 with the true uncertainty shock. The identified uncertainty
shock has a correlation of 0.96 with the true uncertainty shock and 0 with the level shock. This
shows the VAR is able to identify the true structural shocks under the correct ordering assumptions.
In reality, the empirical relationships in the data are more complicated than our simple model
is able to capture. In recent work, Ludvigson et al. (2021) exploit these complexities to develop a
set and narrative based identification approach that plausibly uncovers the causal relationships be-

tween real uncertainty and output without relying on recursive identification methods that they find
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Output (y, %)

Uncertainty (U, %)

0.1 . . 1.2 . :
o ] 1
01} 08}
-0.2} 06}
-0.3} 041
-04f 1 02t
-05 : : : 0 : : -
0 5 10 15 20 0 5 10 15 20

(b) Responses based on simulated data. Shaded regions are [16%, 84%)] credible sets.

Figure 4: Bivariate VAR responses to an uncertainty shock ordered first.

are inconsistent with the data. Consistent with our estimated model, they find the effect of real un-

certainty shocks on output is small, while real uncertainty endogenously responds to output shocks.

6 CONCLUSION

Aggregate uncertainty displays markedly countercyclical dynamics. This paper uses a battery of
calibrated and estimated structural models to shed light on the causal drivers of the negative cor-
relation between uncertainty and output. We find the transmission of uncertainty shocks to output
is weak, while uncertainty responds endogenously to first moment shocks in the presence of labor
market search frictions. This means countercyclical movements in uncertainty are endogenous re-
sponses to fluctuations in real activity, and exogenous uncertainty shocks play virtually no role in
driving the business cycle. We focused exclusively on real uncertainty. Extending our analysis to

financial uncertainty and its relationship with real activity is an important area for future research.
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A DATA SOURCES AND TRANSFORMATIONS
We use the following time-series from 1963-2019 provided by Haver Analytics:

1. Civilian Noninstitutional Population: 16 Years & Over
Not Seasonally Adjusted, Quarterly, Thousands (LN16N@USECON)

2. Gross Domestic Product: Implicit Price Deflator
Seasonally Adjusted, Quarterly, 2012=100 (DGDP@USNA)

3. Gross Domestic Product
Seasonally Adjusted, Quarterly, Billions of Dollars (GDP@USECON)

4. Personal Consumption Expenditures: Nondurable Goods
Seasonally Adjusted, Quarterly, Billions of Dollars (CN@USECON)

5. Personal Consumption Expenditures: Services
Seasonally Adjusted, Quarterly, Billions of Dollars (CS@USECON)

6. Personal Consumption Expenditures: Durable Goods
Seasonally Adjusted, Quarterly, Billions of Dollars (CD@USECON)

7. Private Fixed Investment
Seasonally Adjusted, Quarterly, Billions of Dollars (F@USECON)

8. Output Per Person, Non-farm Business Sector, All Persons,
Seasonally Adjusted, Quarterly, 2012=100 (LXNFS@USNA)

9. Labor Share, Non-farm Business Sector, All Persons,
Seasonally Adjusted, Quarterly, Percent (LXNFBL@USNA)

10. Unemployed, 16 Years & Over
Seasonally Adjusted, Monthly, Thousands (LTU @ USECON)

11. Civilian Labor Force: 16 yr & Over
Seasonally Adjusted, Monthly, Thousands (LF@USECON)
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12.

13.

14.
15.
16.
17.

Civilians Unemployed for Less Than 5 Weeks
Seasonally Adjusted, Monthly, Thousands (LUO@USECON)

Job Openings, Job Openings and Labor Turnover Survey,
Seasonally Adjusted, Monthly, Thousands (LJJTLA@USECON)

Net Stock: Private Fixed Assets, Annual, Billions of Dollars (EPT@CAPSTOCK)
Net Stock: Durable Goods, Annual, Billions of Dollars (EDT@CAPSTOCK)
Depreciation: Private Fixed Assets, Annual, Billions of Dollars (KPT@CAPSTOCK)
Depreciation: Durable Goods, Annual, Billions of Dollars (KDT@CAPSTOCK)

We also used the following data from other sources:

1.

2.

Help Wanted Advertising Index (HWI), based on Barnichon (2010) and in units of the

labor force. The series corrects for online advertising and is available on the author’s website.

Real Uncertainty (U), 3-month horizon, based on Ludvigson et al. (2021). The series is

available on Ludvigson’s website. The monthly series is averaged to a quarterly frequency.

We applied the following transformations to the above data sources:

1.

Per Capita Real Output Growth:

- GDP, GDP;_
AlogY; =100 <10g (m) — log (DGDPt_leAlnﬁNH)) :

. Per Capita Real Consumption Growth:

_ CN,+CS CNy1+CS;—
Alog €y =100 (log (DGDPtt;LNiﬁNt> — log <DGDPt,11xLN1611vt,1>> :

Per Capita Real Investment Growth:

t CDt th +CDt,
Alog I, =100 <log (DGDI;D;;LNth) — log (DGDPt,ll xLN161Nt,1>> '
Unemployment Rate: U, = 100(LTU,/LF,).

Vacancy Rate: H1W [ from 1963M1-2000M12 and LJJT LA/ LF from 2001M1-2019M12.

Short-term Unemployed (U®): The redesign of the Current Population Survey (CPS) in
1994 reduced u;. To correct for this bias, we follow Elsby et al. (2009) and scale u; by
the time average of the ratio of u; /u; for the first and fifth rotations groups to v} /u, across
all rotation groups. Using [IPUMS-CPS data, we extract EMPSTAT (“Employment Status”),
DURUNEMP (“Continuous weeks unemployed”) and MISH (“Month in sample, household
level”). Unemployed persons have EMPSTAT equal to 20, 21, or 22. Short-term unemployed
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are persons who are unemployed and have DURUNEMP equal to 4 or less. Incoming ro-
tation groups have MISH equal to 1 or 5. Using the final weights, WTFINL, we calculate
unemployment rates conditional on the appropriate values of MISH and DURUNEMP. We
then apply the X-12 seasonal adjustment function in STATA to the time series for the ratio.
Finally, we take an average of the seasonally adjusted series from 1994-2019. This process
yields an average of 1.1725, so U? equals LUOQ prior to 1994 and 1.1725 x LUQ after 1994.

7. Job-Finding Rate: f, =1 — (LTU, — U;?)/LTU,_,.

8. Job Separation Rate: s, = 1 — exp(—5;), where 3, satisfies

Qo = 8)SLb | f sy LT, = —log(1— fo).
ft + St

LTUyy, =

9. Real Wage: w, = LXNFBL, x LXNF'S,.
10. Wage Elasticity: Slope coefficient from regressing w; on an intercept and LX N F'S;.
11. Depreciation Rate: § = (1 + 7/ 3,/ *(KPT; + KDT,)/(EPT, + EDT, 1))/ — 1,

where T = 684 is the number of months in our balanced sample and p is the number of

periods per year in a given model (RBC and NK models, p = 4; DMP model, p = 12).

13. Inflation Rate: 7, = 1 + log(DGDP,/DGDP,_,).

12. Capital Share of Income: & = 1 — 77 SIS LXNFBL.

All monthly time series are averaged to a quarterly frequency. The data is detrended using a

Hamilton filter with an 8 quarter window. All empirical targets are computed using quarterly data.

B SOLUTION METHOD

The equilibrium system of a model is summarized by E[g(X:y1,X¢,€1+1)|2¢, U] = 0, where ¢ is a
vector-valued function, x; is a vector of variables, &; is a vector of shocks, z; 1s a vector of states,
and ¢ is a vector of parameters. There are many ways to discretize the TFP level shock and volatil-
ity process. We use the Markov chain in Rouwenhorst (1995), which Kopecky and Suen (2010)
show outperforms other methods for approximating autoregressive processes. For our estimated
model, the bounds on a; and k;_; are set to 8% of their deterministic steady states, while n;_;
ranges from 0.88 to 0.98. These bounds ensure that simulations contain at least 99% of the ergodic
distribution. We specify 7 states for o,;, 11 states for €, 1, and discretize a;, k;_1, and n,_; into
11, 7, and 7 evenly-spaced points, respectively. The product of the points in each dimension, D,
is the total nodes in the state space (D = 3,773). The realization of z; on node d is denoted z;(d).
The Rouwenhorst method provides integration nodes, [c,.11(m), 04¢41(m)], with weights, ¢(m),

form € {1,..., M}. The realizations of o, are the same as o, ; because it is a Markov chain.
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Since vacancies v; > 0, we introduce an auxiliary variable, 1, such that v; = max{0, ut}Q
and \; = max{0, —u;}?, where )\, is the Lagrange multiplier on the non-negativity constraint. If
pe > 0, then v; = p? and \; = 0. When y; < 0, the constraint is binding, v; = 0, and \; = 2.
Therefore, the constraint on vy is transformed into a pair of equalities (Garcia and Zangwill, 1981).

The vector of policy functions and the realization on node d are denoted by pf, and pf,(d),

where pf, = [1,+(2¢), c:(z:)]. The following steps outline our policy function iteration algorithm:

1. Use Sims’s (2002) gensys algorithm to solve the log-linear model. Then map the solution

for the policy functions to the discretized state space. This provides an initial conjecture.
2. Oniteration j € {1,2,...} andeachnode d € {1,..., D}, use Chris Sims’s csolve to find
pf,(d) to satisfy E[g(-)|z:(d), 9] = 0. Guess pf,(d) = pf;_,(d). Then apply the following:
(a) Solve for all variables dated at time ¢, given pf,(d) and z;(d).

(b) Linearly interpolate the policy functions, pf;_,, at the updated state variables, z;,1(m),
to obtain pf,, (m) on every integration node, m € {1,..., M}.

(¢) Given {pf, ,(m)}¥_,, solve for the other elements of s;;1(m) and compute
Elg(xes1,%:(d), e041)[24(d), 0] ~ 300, $(m)g(Xeer (m), xi(d), €11 (m)).

When csolve converges, set pf,(d) = pf,(d).

3. Repeat step 2 until maxdist; < 107%, where maxdist; = max{|pf; — pf;_,|}. When that
criterion is satisfied, the algorithm has converged to an approximate nonlinear solution.

The algorithm is programmed in Fortran with Open MPI and run on the BigTex supercomputer.

C ESTIMATION METHOD

The estimation procedure has two stages. The first stage estimates moments in the data using a 2-
step Generalized Method of Moments (GMM) estimator with a Newey and West (1987) weighting
matrix with 5 lags. The second stage is a Simulated Method of Moments (SMM) procedure that
searches for a parameter vector that minimizes the distance between the GMM estimates in the
data and short-sample predictions of the model, weighted by the diagonal of the GMM estimate of
the variance-covariance matrix. The second stage is repeated for many different draws of shocks

to obtain standard errors for the parameter estimates. The following steps outline the algorithm:

1. Use GMM to estimate the targets, 22 , and the diagonal of the covariance matrix, f]lT) .

2. Use SMM to estimate the nonlinear DMP model. Given a random seed, h, draw a B + T
period sequence for each shock in the model, where B = 1,000 is a burn-in period and 7" =

687 is the length of the monthly time series. Denote the shock matrix by £° = [¢5, 5, ]207T).
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For shock sequence s € {1,..., Ny}, run the following steps:
(a) Evaluate the loss function for i € {1,..., N,,} random draws in the parameter space.
i. Draw 6; from a multivariate normal distribution centered at a user-specified mean
parameter vector, 0, with diagonal covariance matrix, Xg.

ii. Solve the model using the algorithm in Appendix B given 6;. Return to step 1 if

the linear solution does not exist or the nonlinear algorithm does not converge.

iii. Given £°(r), simulate the model R times for B + 7T periods. We draw initial states
from the ergodic distribution by burning off the first B periods and aggregate to a

quarterly frequency. For each repetition r, calculate the moments W2/ (6;, £5(r)).

iv. Calculate the mean moments across the R simulations,
Uy (6, 8) = £ 00, U (6, E°(r)),
and evaluate the loss function:
Ji = [ — W05, E R+ 1/R)] M UE — Wi1(0,,€°)).

(b) Find a guess, éo, for the NV, estimated parameters and the covariance matrix, >:

i. Find the parameter draw 6, that corresponds to min{.J; } .
ii. Find all J; below the median, stack the corresponding draws in a N,,,/2 x N,
matrix, ©, and define the (4, j) element as ©, ; = O, ; — Zfi}ﬂ O/ (N /2).
iii. Calculate ¥y = ©'0/(N,,/2).
(c) Minimize J with simulated annealing. For i € {0, ..., Ny}, repeat the following steps:
1. Draw a candidate vector of parameters, éf‘md, where
éo fori = 0,

~

N(Gi,b 0020) for i > 0.

éicand ~

WEe set ¢ to target an average acceptance rate of 50% across seeds.
ii. Repeat steps 2a, ii-iv.

iii. Accept or reject the candidate draw according to

(Ggamd, Jeond) if § = 0,
(6:, ;) = { (Beand, Jeand) if min(1, exp(J_ — J&) fe) > @,

A~

(0;—1,Ji—1)  otherwise,
where ¢, is the temperature and 4 is a draw from a uniform distribution.
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(d) Find 63 and $27 following step 2b.
(e) Repeat steps 2c-d Ngysns times, initializing at 6, = égp and g = X”. Gradually
decrease the temperature. Across all Ngy/p, stages, find the lowest J value, denoted

Jguess> and the corresponding draw, 0y,es.
(f) Minimize the same loss function with MATLAB’s fminsearch starting at 0gess.
The minimum is émm with a loss function value of J,,;,. Repeat, each time updating

the guess, until Jy,ess — Jmin < 0.001. The parameter estimates correspond to Jiip.

The set of SMM parameter estimates {és}é\gl approximate the joint sampling distribution of
the parameters. We report the mean, 0 = Ei\le i /N, and standard errors. The reported

moments are based on the mean parameter estimates, U3/ = W/ (0, €).

We set N, = 200, R = 1,000, Ngprpr = 3, Ny, = 1,000, Ny = 500, and N,, = 10. For each
simulated annealing stage, cq is 0.1, 0.7, and 1.0, and ¢; is 1.0, 0.5, and 0.25, respectively. The

algorithm was programmed in Fortran and executed with Open MPI on the BigTex supercomputer.

D MODEL CALIBRATIONS

RBC NK DMP Calibration Target
Discount Factor (3) 0.995 0.995 0.9983 2% Annual Real Interest Rate
Cost Share of Capital () 0.3888  0.3888  0.3888 Sample Mean
Capital Depreciation Rate (¢) 0.0238  0.0238  0.0079 Sample Mean
Frisch Elasticity (1/7) 0.5 0.5 — Chetty et al. (2012)
Elasticity of Substitution () — 11 — 10% Price Markup
Monetary Response to Inflation (¢) — 1.5 — Leduc and Liu (2016)
Price Adjustment Costs (¢) — 118.2 — Leduc and Liu (2016)
Outside Option (b) — — 0.955 Hagedorn and Manovskii (2008)
Bargaining Weight (7)) — — 0.052 Hagedorn and Manovskii (2008)
Matching Elasticity (¢) — — 0.5 Leduc and Liu (2016)
Level Shock Persistence (p,) 0.85 0.85 0.95 Sample Autocorrelation
Volatility Shock Persistence (pg,) 0.75 0.75 0.8667 Leduc and Liu (2016)
Steady-State Hours (72) 0.33 0.33 — Standard Value
Steady-State Inflation Rate (7) - 1.0083 — Sample Mean
Steady-State Unemployment Rate (z) — — 0.0597 Sample Mean
Steady-State Job Separation Rate (5) — — 0.0328 Sample Mean
Steady-State Job Finding Rate (f) — — 0.4188 Sample Mean
Steady-State Job Filling Rate (q) — — 0.3306 Leduc and Liu (2016)

Table 7: Calibrated parameters. The RBC and NK models are quarterly and the DMP model is monthly.
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E VAR ROBUSTNESS

Output (y, %) Uncertainty (U, %)
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(a) Responses based on actual data. Shaded regions are 68% confidence intervals.
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(b) Responses based on simulated data. Shaded regions are [16,84%] credible sets.

Figure 5: VAR responses to an uncertainty shock where Y; = [U,y,c,i,u].
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