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This online theory supplement has two sections. First section provides the complementary lemmas needed for the proofs of the lemmas in Section A. 2 of the paper. Second section explains the algorithms used for implementing Lasso, Adaptive Lasso and Cross-validation.

## Complementary Lemmas

Lemma S. 1 Let $z_{t}$ be a martingale difference process with respect to $\mathcal{F}_{t-1}^{z}=\sigma\left(z_{t-1}, z_{t-2}, \cdots\right)$, and suppose that there exist some finite positive constants $C_{0}$ and $C_{1}$, and $s>0$ such that

$$
\sup _{t} \operatorname{Pr}\left(\left|z_{t}\right|>\alpha\right) \leq C_{0} \exp \left(-C_{1} \alpha^{s}\right), \quad \text { for all } \alpha>0
$$

Let also $\sigma_{z t}^{2}=\mathbb{E}\left(z_{t}^{2} \mid \mathcal{F}_{t-1}^{z}\right)$ and $\bar{\sigma}_{z, T}^{2}=T^{-1} \sum_{t=1}^{T} \sigma_{z t}^{2}$. Suppose that $\zeta_{T}=\ominus\left(T^{\lambda}\right)$, for some $0<\lambda \leq(s+1) /(s+2)$. Then for any $\pi$ in the range $0<\pi<1$, we have,

$$
\operatorname{Pr}\left(\left|\sum_{t=1}^{T} z_{t}\right|>\zeta_{T}\right) \leq \exp \left[\frac{-(1-\pi)^{2} \zeta_{T}^{2}}{2 T \bar{\sigma}_{z, T}^{2}}\right] .
$$

if $\lambda>(s+1) /(s+2)$, then for some finite positive constant $C_{2}$,

$$
\operatorname{Pr}\left(\left|\sum_{t=1}^{T} z_{t}\right|>\zeta_{T}\right) \leq \exp \left(-C_{2} \zeta_{T}^{s /(s+1)}\right)
$$

Proof. The results follow from Lemma A3 of Chudik et al. (2018) Online Theory Supplement.

Lemma S. 2 Let

$$
\begin{equation*}
c_{p}(n, \delta)=\Phi^{-1}\left(1-\frac{p}{2 f(n, \delta)}\right) \tag{S.1}
\end{equation*}
$$

where $\Phi^{-1}($.$) is the inverse of standard normal distribution function, p(0<p<1)$ is the nominal size of a test, and $f(n, \delta)=c n^{\delta}$ for some positive constants $\delta$ and $c$. Moreover, let $a>0$ and $0<b<1$. Then (I) $c_{p}(n, \delta)=O[\sqrt{\delta \ln (n)}]$ and (II) $n^{a} \exp \left[-b c_{p}^{2}(n, \delta)\right]=$ $\ominus\left(n^{a-2 b \delta}\right)$.

Proof. The results follow from Lemma 3 of Bailey et al. (2019) Supplementary Appendix A.

Lemma S. 3 Let $x_{i}$, for $i=1,2, \cdots, n$, be random variables. Then for any constants $\pi_{i}$, for $i=1,2, \cdots, n$, satisfying $0<\pi_{i}<1$ and $\sum_{i=1}^{n} \pi_{i}=1$, we have

$$
\operatorname{Pr}\left(\sum_{i=1}^{n}\left|x_{i}\right|>C_{0}\right) \leq \sum_{i=1}^{n} \operatorname{Pr}\left(\left|x_{i}\right|>\pi_{i} C_{0}\right),
$$

where $C_{0}$ is a finite positive constant.
Proof. The result follows from Lemma A11 of Chudik et al. (2018) Online Theory Supplement.

Lemma S. 4 Let $x, y$ and $z$ be random variables. Then for any finite positive constants $C_{0}$, $C_{1}$, and $C_{2}$, we have

$$
\operatorname{Pr}\left(|x| \times|y|>C_{0}\right) \leq \operatorname{Pr}\left(|x|>C_{0} / C_{1}\right)+\operatorname{Pr}\left(|y|>C_{1}\right),
$$

and

$$
\operatorname{Pr}\left(|x| \times|y| \times|z|>C_{0}\right) \leq \operatorname{Pr}\left(|x|>C_{0} /\left(C_{1} C_{2}\right)\right)+\operatorname{Pr}\left(|y|>C_{1}\right)+\operatorname{Pr}\left(|z|>C_{2}\right) .
$$

Proof. The results follow from Lemma A11 of Chudik et al. (2018) Online Theory Supplement.

Lemma S. 5 Let $x$ be a random variable. Then for some finite constants $B$, and $C$, with $|B| \geq C>0$, we have

$$
\operatorname{Pr}(|x+B| \leq C) \leq \operatorname{Pr}(|x|>|B|-C)
$$

Proof. The results follow from Lemma A12 of Chudik et al. (2018) Online Theory Supplement.

Lemma S. 6 Let $x_{T}$ to be a random variable. Then for a deterministic sequence, $\alpha_{T}>0$, with $\alpha_{T} \rightarrow 0$ as $T \rightarrow \infty$, there exists $T_{0}>0$ such that for all $T>T_{0}$ we have

$$
\operatorname{Pr}\left(\left|\frac{1}{\sqrt{x_{T}}}-1\right|>\alpha_{T}\right) \leq \operatorname{Pr}\left(\left|x_{T}-1\right|<\alpha_{T}\right)
$$

Proof. The results follow from Lemma A13 of Chudik et al. (2018) Online Theory Supplement.

Lemma S. 7 Consider random variables $x_{t}$ and $z_{t}$ with the exponentially bounded probability tail distributions such that

$$
\begin{aligned}
& \sup _{t} \operatorname{Pr}\left(\left|x_{t}\right|>\alpha\right) \leq C_{0} \exp \left(-C_{1} \alpha^{s_{x}}\right), \text { for all } \alpha>0 \\
& \sup _{t} \operatorname{Pr}\left(\left|z_{t}\right|>\alpha\right) \leq C_{0} \exp \left(-C_{1} \alpha^{s_{z}}\right), \text { for all } \alpha>0
\end{aligned}
$$

where $C_{0}$, and $C_{1}$ are some finite positive constants, $s_{x}>0$, and $s_{z}>0$. Then

$$
\sup _{t} \operatorname{Pr}\left(\left|x_{t} z_{t}\right|>\alpha\right) \leq C_{0} \exp \left(-C_{1} \alpha^{s / 2}\right), \text { for all } \alpha>0
$$

where $s=\min \left\{s_{x}, s_{z}\right\}$.
Proof. By using Lemma S.4, for all $\alpha>0$,

$$
\operatorname{Pr}\left(\left|x_{t} z_{t}\right|>\alpha\right) \leq \operatorname{Pr}\left(\left|x_{t}\right|>\alpha^{1 / 2}\right)+\operatorname{Pr}\left(\left|z_{t}\right|>\alpha^{1 / 2}\right)
$$

So,

$$
\begin{aligned}
& \sup _{t} \operatorname{Pr}\left(\left|x_{t} z_{t}\right|>\alpha\right) \leq \sup _{t} \operatorname{Pr}\left(\left|x_{t}\right|>\alpha^{1 / 2}\right)+\sup _{t} \operatorname{Pr}\left(\left|z_{t}\right|>\alpha^{1 / 2}\right) \\
& \quad \leq C_{0} \exp \left(-C_{1} \alpha^{s_{x} / 2}\right)+C_{0} \exp \left(-C_{1} \alpha^{s_{z} / 2}\right) \\
& \quad \leq C_{0} \exp \left(-C_{1} \alpha^{s / 2}\right)
\end{aligned}
$$

where $s=\min \left\{s_{x}, s_{z}\right\}$.
Lemma S. 8 Let $x, y$ and $z$ be random variables. Then for some finite positive constants $C_{0}$, and $C_{1}$, we have

$$
\operatorname{Pr}\left(|x| \times|y|<C_{0}\right) \leq \operatorname{Pr}\left(|x|<C_{0} / C_{1}\right)+\operatorname{Pr}\left(|y|<C_{1}\right),
$$

Proof. Define events $\mathfrak{A}=\left\{|x| \times|y|<C_{0}\right\}, \mathfrak{B}=\left\{|x|<C_{0} / C_{1}\right\}$ and $\mathfrak{C}=\left\{|y|<C_{1}\right\}$. Then $\mathfrak{A} \in \mathfrak{B} \cup \mathfrak{C}$. Therefore, $\operatorname{Pr}(\mathfrak{A}) \leq \operatorname{Pr}(\mathfrak{B} \cup \mathfrak{C})$. But $\operatorname{Pr}(\mathfrak{B} \cup \mathfrak{C}) \leq \operatorname{Pr}(\mathfrak{B})+\operatorname{Pr}(\mathfrak{C})$ and hence $\operatorname{Pr}(\mathfrak{A}) \leq \operatorname{Pr}(\mathfrak{B})+\operatorname{Pr}(\mathfrak{C})$.

Lemma S. 9 Let A and $\mathbf{B}$ be $n \times p$ and $p \times m$ matrices respectively, then

$$
\|\mathbf{A B}\|_{F} \leq\|\mathbf{A}\|_{F}\|\mathbf{B}\|_{2}
$$

where $\|.\|_{F}$ denotes the Frobenius norm and $\|.\|_{2}$ denotes the spectral norm. Moreover,

$$
\|\mathbf{A B}\|_{F} \leq\|\mathbf{A}\|_{2}\|\mathbf{B}\|_{F}
$$

## Proof.

$$
\|\mathbf{A B}\|_{F}^{2}=\operatorname{tr}\left(\mathbf{A B B} \mathbf{B}^{\prime} \mathbf{A}^{\prime}\right)=\operatorname{tr}\left[\mathbf{A}\left(\mathbf{B B}^{\prime}\right) \mathbf{A}^{\prime}\right]
$$

By result (12) at page 44 of Lütkepohl (1996),

$$
\operatorname{tr}\left[\mathbf{A}\left(\mathbf{B B}^{\prime}\right) \mathbf{A}^{\prime}\right] \leq \lambda_{\max }\left(\mathbf{B B}^{\prime}\right) \operatorname{tr}\left(\mathbf{A} \mathbf{A}^{\prime}\right)=\|\mathbf{A}\|_{F}^{2}\|\mathbf{B}\|_{2}^{2}
$$

where $\lambda_{\max }\left(\mathbf{B B}^{\prime}\right)$ is the largest eigenvalue of $\mathbf{B B}^{\prime}$. Therefore,

$$
\|\mathbf{A B}\|_{F} \leq\|\mathbf{A}\|_{F}\|\mathbf{B}\|_{2}
$$

Similarly,

$$
\|\mathbf{A B}\|_{F}^{2}=\operatorname{tr}\left(\mathbf{B}^{\prime} \mathbf{A}^{\prime} \mathbf{A B}\right)=\operatorname{tr}\left[\mathbf{B}^{\prime}\left(\mathbf{A}^{\prime} \mathbf{A}\right) \mathbf{B}\right] \leq \lambda_{\max }\left(\mathbf{A}^{\prime} \mathbf{A}\right) \operatorname{tr}\left(\mathbf{B}^{\prime} \mathbf{B}\right)=\|\mathbf{A}\|_{2}^{2}\|\mathbf{B}\|_{F}^{2},
$$

and hence

$$
\|\mathbf{A B}\|_{F} \leq\|\mathbf{A}\|_{2}\|\mathbf{B}\|_{F}
$$

Lemma S. 10 Let $z_{i j}$ be a random variable for $i=1,2, \cdots, N$, and $j=1,2, \cdots, N$. Then, for any $d_{T}>0$,

$$
\operatorname{Pr}\left(N^{-2} \sum_{i=1}^{N} \sum_{j=1}^{N}\left|z_{i j}\right|>d_{T}\right) \leq N^{2} \sup _{i, j} \operatorname{Pr}\left(\left|z_{i j}\right|>d_{T}\right)
$$

Proof. We know that $N^{-2} \sum_{i=1}^{N} \sum_{j=1}^{N}\left|z_{i j}\right| \leq \sup _{i, j}\left|z_{i j}\right|$. Therefore,

$$
\begin{aligned}
& \operatorname{Pr}\left(N^{-2} \sum_{i=1}^{N} \sum_{j=1}^{N}\left|z_{i j}\right|>d_{T}\right) \leq \operatorname{Pr}\left(\sup _{i, j}\left|z_{i j}\right|>d_{T}\right) \\
& \quad \leq \operatorname{Pr}\left[\cup_{i=1}^{N} \cup_{j=1}^{N}\left(\left|z_{i j}\right|>d_{T}\right)\right] \leq \sum_{i=1}^{N} \sum_{j=1}^{N} \operatorname{Pr}\left(\left|z_{i j}\right|>d_{T}\right) \\
& \quad \leq N^{2} \sup _{i, j} \operatorname{Pr}\left(\left|z_{i j}\right|>d_{T}\right) .
\end{aligned}
$$

Lemma S. 11 Consider two $N \times N$ nonsingular matrices $\mathbf{A}$ and $\mathbf{B}$ such that

$$
\left\|\mathbf{B}^{-1}\right\|_{2}\|\mathbf{A}-\mathbf{B}\|_{F} \leq 1
$$

Then

$$
\left\|\mathbf{A}^{-1}-\mathbf{B}^{-1}\right\|_{F} \leq \frac{\left\|\mathbf{B}^{-1}\right\|_{2}^{2}\|\mathbf{A}-\mathbf{B}\|_{F}}{1-\left\|\mathbf{B}^{-1}\right\|_{2}\|\mathbf{A}-\mathbf{B}\|_{F}}
$$

Proof. By Lemma S.9,

$$
\left\|\mathbf{A}^{-1}-\mathbf{B}^{-1}\right\|_{F}=\left\|\mathbf{A}^{-1}(B-A) \mathbf{B}^{-1}\right\|_{F} \leq\left\|\mathbf{A}^{-1}\right\|_{2}\|B-A\|_{F}\left\|\mathbf{B}^{-1}\right\|_{2}
$$

Note that

$$
\begin{aligned}
\left\|\mathbf{A}^{-1}\right\|_{2} & =\left\|\mathbf{A}^{-1}-\mathbf{B}^{-1}+\mathbf{B}^{-1}\right\|_{2} \leq\left\|\mathbf{A}^{-1}-\mathbf{B}^{-1}\right\|_{2}+\left\|\mathbf{B}^{-1}\right\|_{2} \\
& \leq\left\|\mathbf{A}^{-1}-\mathbf{B}^{-1}\right\|_{F}+\left\|\mathbf{B}^{-1}\right\|_{2},
\end{aligned}
$$

and therefore,

$$
\left\|\mathbf{A}^{-1}-\mathbf{B}^{-1}\right\|_{F} \leq\left(\left\|\mathbf{A}^{-1}-\mathbf{B}^{-1}\right\|_{F}+\left\|\mathbf{B}^{-1}\right\|_{2}\right)\|B-A\|_{F}\left\|\mathbf{B}^{-1}\right\|_{2}
$$

Hence,

$$
\left\|\mathbf{A}^{-1}-\mathbf{B}^{-1}\right\|_{F}\left(1-\left\|\mathbf{B}^{-1}\right\|_{2}\|B-A\|_{F}\right) \leq\left\|\mathbf{B}^{-1}\right\|_{2}^{2}\|B-A\|_{F}
$$

Since $\left\|\mathbf{B}^{-1}\right\|_{2}\|B-A\|_{F} \leq 1$, we can further write,

$$
\left\|\mathbf{A}^{-1}-\mathbf{B}^{-1}\right\|_{F} \leq \frac{\left\|\mathbf{B}^{-1}\right\|_{2}^{2}\|\mathbf{A}-\mathbf{B}\|_{F}}{1-\left\|\mathbf{B}^{-1}\right\|_{2}\|\mathbf{A}-\mathbf{B}\|_{F}}
$$

Lemma S. 12 Let $\hat{\boldsymbol{\Sigma}}$ be an estimator of a $N \times N$ symmetric invertible matrix $\boldsymbol{\Sigma}$. Suppose that there exits a finite positive constant $C_{0}$, such that

$$
\sup _{i, j} \operatorname{Pr}\left(\left|\hat{\sigma}_{i j}-\sigma_{i j}\right|>d_{T}\right) \leq \exp \left(-C_{0} T d_{T}^{2}\right), \text { for any } d_{T}>0,
$$

where $\sigma_{i j}$ and $\hat{\sigma}_{i j}$ are the elements of $\boldsymbol{\Sigma}$ and $\hat{\boldsymbol{\Sigma}}$ respectively. Then, for any $b_{T}>0$,

$$
\begin{aligned}
\operatorname{Pr}\left(\left\|\hat{\boldsymbol{\Sigma}}^{-1}-\boldsymbol{\Sigma}^{-1}\right\|_{F}>b_{T}\right) \leq & N^{2} \exp \left[-C_{0} \frac{T b_{T}^{2}}{N^{2}\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}^{2}\left(\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}+b_{T}\right)^{2}}\right]+ \\
& N^{2} \exp \left(-C_{0} \frac{T}{N^{2}\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}^{2}}\right)
\end{aligned}
$$

Proof. Let $\mathcal{A}_{N}=\left\{\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}\|\hat{\boldsymbol{\Sigma}}-\boldsymbol{\Sigma}\|_{F} \leq 1\right\}$ and $\mathcal{B}_{N}=\left\{\left\|\hat{\boldsymbol{\Sigma}}^{-1}-\boldsymbol{\Sigma}^{-1}\right\|_{F}>b_{T}\right\}$, and note that by Lemma S .11 if $\mathcal{A}_{N}$ holds we have

$$
\left\|\hat{\boldsymbol{\Sigma}}^{-1}-\boldsymbol{\Sigma}^{-1}\right\|_{F} \leq \frac{\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}^{2}\|\hat{\boldsymbol{\Sigma}}-\boldsymbol{\Sigma}\|_{F}}{1-\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}\|\hat{\boldsymbol{\Sigma}}-\boldsymbol{\Sigma}\|_{F}} .
$$

Hence

$$
\begin{aligned}
\operatorname{Pr}\left(\mathcal{B}_{N} \mid \mathcal{A}_{N}\right) & \leq \operatorname{Pr}\left(\frac{\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}^{2}\|\hat{\boldsymbol{\Sigma}}-\boldsymbol{\Sigma}\|_{F}}{1-\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}\|\hat{\boldsymbol{\Sigma}}-\boldsymbol{\Sigma}\|_{F}}>b_{T}\right) \\
& =\operatorname{Pr}\left[\|\hat{\boldsymbol{\Sigma}}-\boldsymbol{\Sigma}\|_{F}>\frac{b_{T}}{\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}\left(\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}+b_{T}\right)}\right]
\end{aligned}
$$

Note that $\|\hat{\boldsymbol{\Sigma}}-\boldsymbol{\Sigma}\|_{F}=\left(\sum_{i=1}^{N} \sum_{j=1}^{N}\left(\hat{\sigma}_{i j}-\sigma_{i j}\right)^{2}\right)^{1 / 2}$. Therefore,

$$
\begin{aligned}
\operatorname{Pr}\left(\mathcal{B}_{N} \mid \mathcal{A}_{N}\right) & \leq \operatorname{Pr}\left[\left(\sum_{i=1}^{N} \sum_{j=1}^{N}\left(\hat{\sigma}_{i j}-\sigma_{i j}\right)^{2}\right)^{1 / 2}>\frac{b_{T}}{\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}\left(\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}+b_{T}\right)}\right] \\
& =\operatorname{Pr}\left[\sum_{i=1}^{N} \sum_{j=1}^{N}\left(\hat{\sigma}_{i j}-\sigma_{i j}\right)^{2}>\frac{b_{T}^{2}}{\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}^{2}\left(\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}+b_{T}\right)^{2}}\right]
\end{aligned}
$$

By Lemma S.10, we can further write,

$$
\begin{aligned}
\operatorname{Pr}\left(\mathcal{B}_{N} \mid \mathcal{A}_{N}\right) & \leq N^{2} \sup _{i, j} \operatorname{Pr}\left[\left(\hat{\sigma}_{i j}-\sigma_{i j}\right)^{2}>\frac{b_{T}^{2}}{N^{2}\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}^{2}\left(\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}+b_{T}\right)^{2}}\right] \\
& =N^{2} \sup _{i, j} \operatorname{Pr}\left[\left|\hat{\sigma}_{i j}-\sigma_{i j}\right|>\frac{b_{T}}{N\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}\left(\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}+b_{T}\right)}\right] \\
& \leq N^{2} \exp \left[-C_{0} \frac{T b_{T}^{2}}{N^{2}\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}^{2}\left(\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}+b_{T}\right)^{2}}\right]
\end{aligned}
$$

Furthermore,

$$
\begin{aligned}
\operatorname{Pr}\left(\mathcal{A}_{N}^{c}\right) & =\operatorname{Pr}\left(\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}\|\hat{\boldsymbol{\Sigma}}-\boldsymbol{\Sigma}\|_{F}>1\right) \\
& =\operatorname{Pr}\left(\|\hat{\boldsymbol{\Sigma}}-\boldsymbol{\Sigma}\|_{F}>\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}^{-1}\right) \\
& =\operatorname{Pr}\left[\left(\sum_{i=1}^{N} \sum_{j=1}^{N}\left(\hat{\sigma}_{i j}-\sigma_{i j}\right)^{2}\right)^{1 / 2}>\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}^{-1}\right] \\
& =\operatorname{Pr}\left[\sum_{i=1}^{N} \sum_{j=1}^{N}\left(\hat{\sigma}_{i j}-\sigma_{i j}\right)^{2}>\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}^{-2}\right] \\
& \leq N^{2} \sup _{i, j} \operatorname{Pr}\left[\left(\hat{\sigma}_{i j}-\sigma_{i j}\right)^{2}>\frac{1}{N^{2}\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}^{2}}\right] \\
& \leq N^{2} \sup _{i, j} \operatorname{Pr}\left[\left|\hat{\sigma}_{i j}-\sigma_{i j}\right|>\frac{1}{N\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}}\right] \\
& \leq N^{2} \exp \left[-C_{0} \frac{T}{N^{2}\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}^{2}}\right]
\end{aligned}
$$

Note that

$$
\operatorname{Pr}\left(\mathcal{B}_{N}\right)=\operatorname{Pr}\left(\mathcal{B}_{N} \mid \mathcal{A}_{N}\right) \operatorname{Pr}\left(\mathcal{A}_{N}\right)+\operatorname{Pr}\left(\mathcal{B}_{N} \mid \mathcal{A}_{N}^{c}\right) \operatorname{Pr}\left(\mathcal{A}_{N}^{c}\right)
$$

and since $\operatorname{Pr}\left(\mathcal{A}_{N}\right)$ and $\operatorname{Pr}\left(\mathcal{B}_{N} \mid \mathcal{A}_{N}^{c}\right)$ are less than equal to one, we have

$$
\operatorname{Pr}\left(\mathcal{B}_{N}\right) \leq \operatorname{Pr}\left(\mathcal{B}_{N} \mid \mathcal{A}_{N}\right)+\operatorname{Pr}\left(\mathcal{A}_{N}^{c}\right)
$$

Therefore,

$$
\operatorname{Pr}\left(\mathcal{B}_{N T}\right) \leq N^{2} \exp \left[-C_{0} \frac{T b_{T}^{2}}{N^{2}\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}^{2}\left(\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}+b_{T}\right)^{2}}\right]+N^{2} \exp \left[-C_{0} \frac{T}{N^{2}\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}^{2}}\right]
$$

Lemma S. 13 Let $\hat{\boldsymbol{\Sigma}}$ be an estimator of a $N \times N$ symmetric invertible matrix $\boldsymbol{\Sigma}$. Suppose that there exits a finite positive constant $C_{0}$, such that

$$
\sup _{i, j} \operatorname{Pr}\left(\left|\hat{\sigma}_{i j}-\sigma_{i j}\right|>d_{T}\right) \leq \exp \left[-C_{0}\left(T d_{T}\right)^{s / s+2}\right], \text { for any } d_{T}>0,
$$

where $\sigma_{i j}$ and $\hat{\sigma}_{i j}$ are the elements of $\boldsymbol{\Sigma}$ and $\hat{\boldsymbol{\Sigma}}$ respectively. Then, for any $b_{T}>0$,

$$
\begin{aligned}
\operatorname{Pr}\left(\left\|\hat{\boldsymbol{\Sigma}}^{-1}-\boldsymbol{\Sigma}^{-1}\right\|_{F}>b_{T}\right) \leq & N^{2} \exp \left[-C_{0} \frac{\left(T b_{T}\right)^{s / s+2}}{N^{s / s+2}\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}^{s / s+2}\left(\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}+b_{T}\right)^{s / s+2}}\right]+ \\
& N^{2} \exp \left(-C_{0} \frac{T^{s / s+2}}{N^{s / s+2}\left\|\boldsymbol{\Sigma}^{-1}\right\|_{2}^{s / s+2}}\right) .
\end{aligned}
$$

Proof. The proof is similar to the proof of Lemma S.12.
Lemma S. 14 Let $\left\{x_{i t}\right\}_{t=1}^{T}$ for $i=1,2, \cdots, N$ and $\left\{z_{j t}\right\}_{t=1}^{T}$ for $j=1,2, \cdots, m$ be timeseries processes. Also let $\mathcal{F}_{i t}^{x}=\sigma\left(x_{i t}, x_{i, t-1}, \cdots\right)$ for $i=1,2, \cdots, N, \mathcal{F}_{j t}^{z}=\sigma\left(z_{j t}, z_{j, t-1}, \cdots\right)$ for $j=1,2, \cdots, m, \mathcal{F}_{t}^{x}=\cup_{i=1}^{N} \mathcal{F}_{i t}^{x}, \mathcal{F}_{t}^{z}=\cup_{j=1}^{m} \mathcal{F}_{j t}^{z}$, and $\mathcal{F}_{t}=\mathcal{F}_{t}^{x} \cup \mathcal{F}_{t}^{z}$. Define the projection regression of $x_{i t}$ on $\mathbf{z}_{t}=\left(z_{1 t}, z_{2 t}, \cdots, z_{m, t}\right)^{\prime}$ as

$$
x_{i t}=\mathbf{z}_{t}^{\prime} \boldsymbol{\psi}_{i, T}+\nu_{i t}
$$

where $\boldsymbol{\psi}_{i, T}=\left(\psi_{1 i, T}, \psi_{2 i, T}, \cdots, \psi_{m i, T}\right)^{\prime}$ is the $m \times 1$ vector of projection coefficients which is equal to $\left[T^{-1} \sum_{t=1}^{T} \mathbb{E}\left(\mathbf{z}_{t} \mathbf{z}_{t}^{\prime}\right)\right]^{-1}\left[T^{-1} \sum_{t=1}^{T} \mathbb{E}\left(\mathbf{z}_{t} x_{i t}\right)\right]$. Suppose, $\mathbb{E}\left[x_{i t} x_{i^{\prime} t}-\mathbb{E}\left(x_{i t} x_{i^{\prime} t}\right) \mid \mathcal{F}_{t-1}\right]=0$ for all $i, i^{\prime}=1,2, \cdots, N, \mathbb{E}\left[z_{j t} z_{j^{\prime} t}-\mathbb{E}\left(z_{j t} z_{j^{\prime} t}\right) \mid \mathcal{F}_{t-1}\right]=0$ for all $j, j^{\prime}=1,2, \cdots, m$, and $\mathbb{E}\left[z_{j t} x_{i t}-\mathbb{E}\left(z_{j t} x_{i t}\right) \mid \mathcal{F}_{t-1}\right]=0$ for all $j=1,2, \cdots, m$ and for all $i=1,2, \cdots, N$. Then

$$
\mathbb{E}\left[\nu_{i t} \nu_{i^{\prime} t}-\mathbb{E}\left(\nu_{i t} \nu_{i^{\prime} t}\right) \mid \mathcal{F}_{t-1}\right]=0,
$$

for all $j, j^{\prime}=1,2, \cdots, N$,

$$
\mathbb{E}\left[\nu_{i t} z_{j t}-\mathbb{E}\left(\nu_{i t} z_{j t}\right) \mid \mathcal{F}_{t-1}\right]=0,
$$

for all $i=1,2, \cdots, N$ and $j=1,2, \cdots, m$, and

$$
T^{-1} \sum_{t=1}^{T} \mathbb{E}\left(\nu_{i t} z_{j t}\right)=0
$$

for all $i=1,2, \cdots, N$ and $j=1,2, \cdots, m$.

## Proof.

$$
\begin{aligned}
& \mathbb{E}\left(\nu_{i t} \nu_{i^{\prime} t}^{\prime} \mid \mathcal{F}_{t-1}\right)= \mathbb{E}\left(x_{i t} x_{i^{\prime} t} \mid \mathcal{F}_{t-1}\right)-\mathbb{E}\left(x_{i t} \mathbf{z}_{t}^{\prime} \mid \mathcal{F}_{t-1}\right) \boldsymbol{\psi}_{i^{\prime}, T}- \\
& \mathbb{E}\left(x_{i^{\prime} t} \mathbf{z}_{t}^{\prime} \mid \mathcal{F}_{t-1}\right) \boldsymbol{\psi}_{i, T}+\boldsymbol{\psi}_{i, T}^{\prime} \mathbb{E}\left(\mathbf{z}_{t} \mathbf{z}_{t}^{\prime} \mid \mathcal{F}_{t-1}\right) \boldsymbol{\psi}_{i^{\prime}, T} \\
&= \mathbb{E}\left(x_{i t} x_{i^{\prime} t}\right)-\mathbb{E}\left(x_{i \mathbf{t}} \mathbf{z}_{t}^{\prime}\right) \boldsymbol{\psi}_{i^{\prime}, T}-\mathbb{E}\left(x_{i^{\prime} t} \mathbf{z}_{t}^{\prime}\right) \boldsymbol{\psi}_{i, T}+ \\
& \boldsymbol{\psi}_{i, T}^{\prime} \mathbb{E}\left(\mathbf{z}_{t} \mathbf{z}_{t}^{\prime}\right) \boldsymbol{\psi}_{i^{\prime}, T}=\mathbb{E}\left(\nu_{i t} \nu_{i^{\prime} t}\right) . \\
& \mathbb{E}\left(\nu_{i t} z_{j t} \mid \mathcal{F}_{t-1}\right)= \mathbb{E}\left(x_{i t} z_{j t} \mid \mathcal{F}_{t-1}\right)-\mathbb{E}\left(\mathbf{z}_{t}^{\prime} z_{j t} \mid \mathcal{F}_{t-1}\right) \boldsymbol{\psi}_{i, T} \\
&=\mathbb{E}\left(x_{i t} z_{j t}\right)-\mathbb{E}\left(\mathbf{z}_{t}^{\prime} z_{j t}\right) \boldsymbol{\psi}_{i, T}=\mathbb{E}\left(\nu_{i t} z_{i t}\right) . \\
&\left.T^{-1} \sum_{t=1}^{T} \mathbb{E}\left(\nu_{i t} \mathbf{z}_{t}\right)=T^{-1} \sum_{t=1}^{T} \mathbb{E}\left(x_{i t} \mathbf{z}_{t}\right)-\boldsymbol{\psi}_{i, T}^{\prime-1} \sum_{t=1}^{T} \mathbb{E}\left(\mathbf{z}_{t} \mathbf{z}_{t}^{\prime}\right)\right] \\
&=T^{-1} \sum_{t=1}^{T} \mathbb{E}\left(x_{i t} \mathbf{z}_{t}\right)-T^{-1} \sum_{t=1}^{T} \mathbb{E}\left(x_{i t} \mathbf{z}_{t}\right)=\mathbf{0} .
\end{aligned}
$$

Lemma S. 15 Let $\left\{x_{i t}\right\}_{t=1}^{T}$ for $i=1,2, \cdots, N$ and $\left\{z_{j t}\right\}_{t=1}^{T}$ for $j=1,2, \cdots, m$ be time-series
processes. Define the projection regression of $x_{i t}$ on $\mathbf{z}_{t}=\left(z_{1 t}, z_{2 t}, \cdots, z_{m, t}\right)^{\prime}$ as

$$
x_{i t}=\mathbf{z}_{t}^{\prime} \boldsymbol{\psi}_{i, T}+\nu_{i t}
$$

where $\boldsymbol{\psi}_{i, T}=\left(\psi_{1 i, T}, \psi_{2 i, T}, \cdots, \psi_{m i, T}\right)^{\prime}$ is the $m \times 1$ vector of projection coefficients which is equal to $\left[T^{-1} \sum_{t=1}^{T} \mathbb{E}\left(\mathbf{z}_{t} \mathbf{z}_{t}^{\prime}\right)\right]^{-1}\left[T^{-1} \sum_{t=1}^{T} \mathbb{E}\left(\mathbf{z}_{t} x_{i t}\right)\right]$. Suppose that only a finite number of elements in $\boldsymbol{\psi}_{i, T}$ is different from zero for all $i=1,2, \cdots, N$ and there exist sufficiently large positive constants $C_{0}$ and $C_{1}$, and $s>0$ such that
(i) $\sup _{j, t} \operatorname{Pr}\left(\left|z_{j t}\right|>\alpha\right) \leq C_{0} \exp \left(-C_{1} \alpha^{s}\right)$, for all $\alpha>0$, and
(ii) $\sup _{i, t} \operatorname{Pr}\left(\left|x_{i t}\right|>\alpha\right) \leq C_{0} \exp \left(-C_{1} \alpha^{s}\right)$, for all $\alpha>0$.

Then, there exist sufficiently large positive constants $C_{0}$ and $C_{1}$, and $s>0$ such that

$$
\sup _{i, t} \operatorname{Pr}\left(\left|\nu_{i t}\right|>\alpha\right) \leq C_{0} \exp \left(-C_{1} \alpha^{s}\right), \text { for all } \alpha>0
$$

Proof. Without loss of generality assume that the first finite $\ell$ elements of $\psi_{i, T}$ are different from zero and write

$$
x_{i t}=\sum_{j=1}^{\ell} \psi_{j i, T} z_{j t}+\nu_{i t} .
$$

Now, note that

$$
\operatorname{Pr}\left(\left|\nu_{i t}\right|>\alpha\right) \leq \operatorname{Pr}\left(\left|x_{i t}\right|+\sum_{j=1}^{\ell}\left|\psi_{j i, T} z_{j t}\right|>\alpha\right)
$$

and hence by Lemma S.3, for any $0<\pi_{j}<1, j=1,2, \cdots, \ell+1$ we have,

$$
\begin{aligned}
\operatorname{Pr}\left(\left|\nu_{i t}\right|>\alpha\right) & \leq \sum_{j=1}^{\ell} \operatorname{Pr}\left(\left|\psi_{j i, T} z_{j t}\right|>\pi_{j} \alpha\right)+\operatorname{Pr}\left(\left|x_{i t}\right|>\pi_{\ell+1} \alpha\right) \\
& =\sum_{j=1}^{\ell} \operatorname{Pr}\left(\left|z_{j t}\right|>\left|\psi_{j i, T}\right|^{-1} \pi_{j} \alpha\right)+\operatorname{Pr}\left(\left|x_{i t}\right|>\pi_{\ell+1} \alpha\right) \\
& \leq \ell \sup _{j, t} \operatorname{Pr}\left(\left|z_{j t}\right|>\left|\psi_{T}^{*}\right|^{-1} \pi^{*} \alpha\right)+\sup _{i, t} \operatorname{Pr}\left(\left|x_{i t}\right|>\pi^{*} \alpha\right) .
\end{aligned}
$$

where $\psi_{T}^{*}=\sup _{i, j}\left\{\psi_{j i, T}\right\}$ and $\pi^{*}=\inf _{j \in 1,2, \cdots, \ell+1}\left\{\pi_{j}\right\}$. Therefore, by the exponential decaying probability tail assumptions for $x_{i t}$ and $z_{j t}$ we have

$$
\operatorname{Pr}\left(\left|\nu_{i t}\right|>\alpha\right) \leq \ell C_{0} \exp \left(-C_{1} \alpha^{s}\right)+C_{0} \exp \left(-C_{1} \alpha^{s}\right)
$$

and hence there exist sufficiently large positive constants $C_{0}$ and $C_{1}$, and $s>0$ such that

$$
\sup _{i, t} \operatorname{Pr}\left(\left|\nu_{i t}\right|>\alpha\right) \leq C_{0} \exp \left(-C_{1} \alpha^{s}\right), \text { for all } \alpha>0
$$

Lemma S. 16 Let $\left\{x_{i t}\right\}_{t=1}^{T}$ for $i=1,2, \cdots, N$ and $\left\{z_{\ell t}\right\}_{t=1}^{T}$ for $\ell=1,2, \cdots, m$ be timeseries processes and $m=\ominus\left(T^{d}\right)$. Also let $\mathcal{F}_{i t}^{x}=\sigma\left(x_{i t}, x_{i, t-1}, \cdots\right)$ for $i=1,2, \cdots, N, \mathcal{F}_{\ell t}^{z}=$ $\sigma\left(z_{\ell t}, z_{\ell, t-1}, \cdots\right)$ for $\ell=1,2, \cdots, m, \mathcal{F}_{t}^{x}=\cup_{i=1}^{N} \mathcal{F}_{i t}^{x}, \mathcal{F}_{t}^{z}=\cup_{\ell=1}^{m} \mathcal{F}_{\ell t}^{z}$, and $\mathcal{F}_{t}=\mathcal{F}_{t}^{x} \cup \mathcal{F}_{t}^{z}$. Define the projection regression of $x_{i t}$ on $\mathbf{z}_{t}=\left(z_{1 t}, z_{2 t}, \cdots, z_{m, t}\right)^{\prime}$ as

$$
x_{i t}=\mathbf{z}_{t}^{\prime} \boldsymbol{\psi}_{i, T}+\nu_{i t}
$$

where $\boldsymbol{\psi}_{i, T}=\left(\psi_{1 i, T}, \psi_{2 i, T}, \cdots, \psi_{m i, T}\right)^{\prime}$ is the $m \times 1$ vector of projection coefficients which is equal to $\left[T^{-1} \sum_{t=1}^{T} \mathbb{E}\left(\mathbf{z}_{t} \mathbf{z}_{t}^{\prime}\right)\right]^{-1}\left[T^{-1} \sum_{t=1}^{T} \mathbb{E}\left(\mathbf{z}_{t} x_{i t}\right)\right]$. Suppose, $\mathbb{E}\left[x_{i t} x_{j t}-\mathbb{E}\left(x_{i t} x_{j t}\right) \mid \mathcal{F}_{t-1}\right]=0$ for all $i, j=1,2, \cdots, N, \mathbb{E}\left[z_{\ell t} z_{\ell^{\prime} t}-\mathbb{E}\left(z_{\ell t} z_{\ell t}\right) \mid \mathcal{F}_{t-1}\right]=0$ for all $\ell, \ell^{\prime}=1,2, \cdots, m$, and $\mathbb{E}\left[z_{\ell t} x_{i t}-\right.$ $\left.\mathbb{E}\left(z_{\ell t} x_{i t}\right) \mid \mathcal{F}_{t-1}\right]=0$ for all $\ell=1,2, \cdots, m$ and for all $i=1,2, \cdots, N$. Additionally, assume that only a finite number of elements in $\boldsymbol{\psi}_{i, T}$ is different from zero for all $i=1,2, \cdots, N$ and there exist sufficiently large positive constants $C_{0}$ and $C_{1}$, and $s>0$ such that
(i) $\sup _{j, t} \operatorname{Pr}\left(\left|z_{\ell t}\right|>\alpha\right) \leq C_{0} \exp \left(-C_{1} \alpha^{s}\right)$, for all $\alpha>0$, and
(ii) $\sup _{i, t} \operatorname{Pr}\left(\left|x_{\ell t}\right|>\alpha\right) \leq C_{0} \exp \left(-C_{1} \alpha^{s}\right)$, for all $\alpha>0$.

Then, there exist some finite positive constants $C_{0}, C_{1}$ and $C_{2}$ such that if $d<\lambda \leq$ $(s+2) /(s+4)$,

$$
\operatorname{Pr}\left(\left|\mathbf{x}_{i}^{\prime} \mathbf{M}_{z} \mathbf{x}_{j}-\mathbb{E}\left(\boldsymbol{\nu}_{i}^{\prime} \boldsymbol{\nu}_{j}\right)\right|>\zeta_{T}\right) \leq \exp \left(-C_{0} T^{-1} \zeta_{T}^{2}\right)+\exp \left(-C_{1} T^{C_{2}}\right)
$$

and if $\lambda>(s+2) /(s+4)$

$$
\operatorname{Pr}\left(\left|\mathbf{x}_{i}^{\prime} \mathbf{M}_{z} \mathbf{x}_{j}-\mathbb{E}\left(\boldsymbol{\nu}_{i}^{\prime} \boldsymbol{\nu}_{j}\right)\right|>\zeta_{T}\right) \leq \exp \left(-C_{0} \zeta_{T}^{s /(s+1)}\right)+\exp \left(-C_{1} T^{C_{2}}\right)
$$

for all $i, j=1,2, \cdots, N$, where $\boldsymbol{\nu}_{i}=\left(\nu_{i 1}, \nu_{i 2}, \cdots, \nu_{i T}\right)^{\prime}$, $\mathbf{x}_{i}=\left(x_{i 1}, x_{i 2}, \cdots, x_{i T}\right)^{\prime}$, and $\mathbf{M}_{z}=$ $\mathbf{I}-T^{-1} \mathbf{Z} \hat{\boldsymbol{\Sigma}}_{z z}^{-1} \mathbf{Z}^{\prime}$ with $\mathbf{Z}=\left(\mathbf{z}_{1}, \mathbf{z}_{2}, \cdots, \mathbf{z}_{T}\right)^{\prime}$ and $\hat{\boldsymbol{\Sigma}}_{z z}=T^{-1} \sum_{t=1}^{T}\left(\mathbf{z}_{t} \mathbf{z}_{t}^{\prime}\right)$.

## Proof.

$$
\begin{aligned}
& \operatorname{Pr}\left[\left|\mathbf{x}_{i}^{\prime} \mathbf{M}_{z} \mathbf{x}_{j}-\mathbb{E}\left(\boldsymbol{\nu}_{i}^{\prime} \boldsymbol{\nu}_{j}\right)\right|>\zeta_{T}\right]=\operatorname{Pr}\left[\left|\boldsymbol{\nu}_{i}^{\prime} \mathbf{M}_{z} \boldsymbol{\nu}_{j}-\mathbb{E}\left(\boldsymbol{\nu}_{i}^{\prime} \boldsymbol{\nu}_{j}\right)\right|>\zeta_{T}\right] \\
& \quad=\operatorname{Pr}\left[\left|\boldsymbol{\nu}_{i}^{\prime} \boldsymbol{\nu}_{j}-\mathbb{E}\left(\boldsymbol{\nu}_{i}^{\prime} \boldsymbol{\nu}_{j}\right)-T^{-1} \boldsymbol{\nu}_{i}^{\prime} \mathbf{Z} \boldsymbol{\Sigma}_{z z}^{-1} \mathbf{Z}^{\prime} \boldsymbol{\nu}_{j}-T^{-1} \boldsymbol{\nu}_{i}^{\prime} \mathbf{Z}\left(\hat{\boldsymbol{\Sigma}}_{z z}^{-1}-\boldsymbol{\Sigma}_{z z}^{-1}\right) \mathbf{Z}^{\prime} \boldsymbol{\nu}_{j}\right|>\zeta_{T}\right]
\end{aligned}
$$

where $\boldsymbol{\Sigma}_{z z}=\mathbb{E}\left[T^{-1} \sum_{t=1}^{T}\left(\mathbf{z}_{t} \mathbf{z}_{t}^{\prime}\right)\right]$. By Lemma S.3, we can further write

$$
\begin{aligned}
& \operatorname{Pr}\left[\left|\mathbf{x}_{i}^{\prime} \mathbf{M}_{z} \mathbf{x}_{j}-\mathbb{E}\left(\boldsymbol{\nu}_{i}^{\prime} \boldsymbol{\nu}_{j}\right)\right|>\zeta_{T}\right] \\
& \quad \leq \operatorname{Pr}\left[\left|\boldsymbol{\nu}_{i}^{\prime} \boldsymbol{\nu}_{j}-\mathbb{E}\left(\boldsymbol{\nu}_{i}^{\prime} \boldsymbol{\nu}_{j}\right)\right|>\pi_{1} \zeta_{T}\right]+\operatorname{Pr}\left(\left|T^{-1} \boldsymbol{\nu}_{i}^{\prime} \mathbf{Z} \boldsymbol{\Sigma}_{z z}^{-1} \mathbf{Z}^{\prime} \boldsymbol{\nu}_{j}\right|>\pi_{2} \zeta_{T}\right)+ \\
& \left.\quad \operatorname{Pr}\left[\left|T^{-1} \boldsymbol{\nu}_{i}^{\prime} \mathbf{Z}\left(\hat{\boldsymbol{\Sigma}}_{z z}^{-1}-\boldsymbol{\Sigma}_{z z}^{-1}\right) \mathbf{Z}^{\prime} \boldsymbol{\nu}_{j}\right|\right)>\pi_{3} \zeta_{T}\right] .
\end{aligned}
$$

where $0<\pi_{i}<1$ and $\sum_{i=1}^{3} \pi_{i}=1$. By Lemma S.9,

$$
\operatorname{Pr}\left(\left|T^{-1} \boldsymbol{\nu}_{i}^{\prime} \mathbf{Z} \boldsymbol{\Sigma}_{z z}^{-1} \mathbf{Z}^{\prime} \boldsymbol{\nu}_{j}\right|>\pi_{2} \zeta_{T}\right) \leq \operatorname{Pr}\left(\left\|\boldsymbol{\nu}_{i}^{\prime} \mathbf{Z}\right\|_{F}\left\|\boldsymbol{\Sigma}_{z z}^{-1}\right\|_{2}\left\|\mathbf{Z}^{\prime} \boldsymbol{\nu}_{j}\right\|_{F}>\pi_{2} \zeta_{T} T\right),
$$

and again by Lemma S.4, we have

$$
\begin{aligned}
& \operatorname{Pr}\left(\left|T^{-1} \boldsymbol{\nu}_{i}^{\prime} \mathbf{Z} \boldsymbol{\Sigma}_{z z}^{-1} \mathbf{Z}^{\prime} \boldsymbol{\nu}_{j}\right|>\pi_{2} \zeta_{T}\right) \\
& \quad \leq \operatorname{Pr}\left(\left\|\boldsymbol{\nu}_{i}^{\prime} \mathbf{Z}\right\|_{F}>\left\|\boldsymbol{\Sigma}_{z z}^{-1}\right\|_{2}^{-1 / 2} \pi_{2}^{1 / 2} \zeta_{T}^{1 / 2} T^{1 / 2}\right)+\operatorname{Pr}\left(\left\|\mathbf{Z}^{\prime} \boldsymbol{\nu}_{j}\right\|_{F}>\left\|\boldsymbol{\Sigma}_{z z}^{-1}\right\|_{2}^{-1 / 2} \pi_{2}^{1 / 2} \zeta_{T}^{1 / 2} T^{1 / 2}\right)
\end{aligned}
$$

Similarly, we can show that

$$
\begin{aligned}
& \operatorname{Pr}\left(\left|T^{-1} \boldsymbol{\nu}_{i}^{\prime} \mathbf{Z}\left(\hat{\boldsymbol{\Sigma}}_{z z}^{-1}-\boldsymbol{\Sigma}_{z z}^{-1}\right) \mathbf{Z}^{\prime} \boldsymbol{\nu}_{j}\right|>\pi_{3} \zeta_{T}\right) \\
& \quad \leq \operatorname{Pr}\left(\left\|\boldsymbol{\nu}_{i}^{\prime} \mathbf{Z}\right\|_{F}\left\|\hat{\boldsymbol{\Sigma}}_{z z}^{-1}-\boldsymbol{\Sigma}_{z z}^{-1}\right\|_{F}\left\|\mathbf{Z}^{\prime} \boldsymbol{\nu}_{j}\right\|_{F}>\pi_{3} \zeta_{T} T\right) \\
& \quad \leq \operatorname{Pr}\left(\left\|\hat{\boldsymbol{\Sigma}}_{z z}^{-1}-\boldsymbol{\Sigma}_{z z}^{-1}\right\|_{F}>\delta_{T}^{-1} \zeta_{T}\right)+\operatorname{Pr}\left(\left\|\boldsymbol{\nu}_{i}^{\prime} \mathbf{Z}\right\|_{F}>\pi_{3}^{1 / 2} \delta_{T}^{1 / 2} T^{1 / 2}\right) \\
& \quad+\operatorname{Pr}\left(\left\|\mathbf{Z}^{\prime} \boldsymbol{\nu}_{j}\right\|_{F}>\pi_{3}^{1 / 2} \delta_{T}^{1 / 2} T^{1 / 2}\right)
\end{aligned}
$$

where $\delta_{T}=\ominus\left(T^{\alpha}\right)$ with $0<\alpha<\lambda$.
Note that $\operatorname{Pr}\left(\left\|\mathbf{Z}^{\prime} \boldsymbol{\nu}_{i}\right\|_{F}>c\right)=\operatorname{Pr}\left(\left\|\mathbf{Z}^{\prime} \boldsymbol{\nu}_{i}\right\|_{F}^{2}>c^{2}\right)=\operatorname{Pr}\left[\sum_{\ell=1}^{m}\left(\sum_{t=1}^{T} \nu_{i t} z_{\ell t}\right)^{2}>c^{2}\right]$, where $c$ is a positive constant. So, by Lemma S.3, we have

$$
\operatorname{Pr}\left(\left\|\mathbf{Z}^{\prime} \boldsymbol{\nu}_{i}\right\|_{F}>c\right) \leq \sum_{\ell=1}^{m} \operatorname{Pr}\left[\left(\sum_{t=1}^{T} \nu_{i t} z_{\ell t}\right)^{2}>m^{-1} c^{2}\right]
$$

Hence, $\operatorname{Pr}\left(\left\|\mathbf{Z}^{\prime} \boldsymbol{\nu}_{i}\right\|_{F}>c\right) \leq \sum_{\ell=1}^{m} \operatorname{Pr}\left(\left|\sum_{t=1}^{T} \nu_{i t} z_{\ell t}\right|>m^{-1 / 2} c\right)$. Also, by Lemma S. 14 we have $\sum_{t=1}^{T} \mathbb{E}\left(\nu_{i t} z_{\ell t}\right)=0$ and hence we can further write

$$
\operatorname{Pr}\left(\left\|\mathbf{Z}^{\prime} \boldsymbol{\nu}_{i}\right\|_{F}>c\right) \leq \sum_{\ell=1}^{m} \operatorname{Pr}\left\{\left|\sum_{t=1}^{T}\left[\nu_{i t} z_{\ell t}-\mathbb{E}\left(\nu_{i t} z_{\ell t}\right)\right]\right|>m^{-1 / 2} c\right\} .
$$

Note that $\left\|\boldsymbol{\Sigma}_{z z}^{-1}\right\|_{2}$ is equal to the largest eigenvalue of $\boldsymbol{\Sigma}_{z z}^{-1}$ and it is a finite positive constant. So, there exists a positive constant $C>0$ such that,

$$
\begin{aligned}
& \operatorname{Pr}\left(\left|\mathbf{x}_{i}^{\prime} \mathbf{M}_{z} \mathbf{x}_{j}-\mathbb{E}\left(\boldsymbol{\nu}_{i}^{\prime} \boldsymbol{\nu}_{j}\right)\right|>\zeta_{T}\right) \\
& \leq \operatorname{Pr}\left\{\left|\sum_{t=1}^{T}\left[\nu_{i t} \nu_{j t}-\mathbb{E}\left(\nu_{i t} \nu_{j t}\right)\right]\right|>C T^{\lambda}\right\}+ \\
& \sum_{\ell=1}^{m} \operatorname{Pr}\left\{\mid \sum_{t=1}^{T}\left[\nu_{i t} z_{\ell t}-\mathbb{E}\left(\nu_{i t} z_{\ell t}\right] \mid>C T^{1 / 2+\lambda / 2-d / 2}\right\}+\right. \\
& \sum_{\ell=1}^{m} \operatorname{Pr}\left\{\mid \sum_{t=1}^{T}\left[\nu_{j t} z_{\ell t}-\mathbb{E}\left(\nu_{j t} z_{\ell t}\right] \mid>C T^{1 / 2+\lambda / 2-d / 2}\right\}+\right. \\
& \sum_{\ell=1}^{m} \operatorname{Pr}\left\{\mid \sum_{t=1}^{T}\left[\nu_{i t} z_{\ell t}-\mathbb{E}\left(\nu_{i t} z_{\ell t}\right] \mid>C T^{1 / 2+\alpha / 2-d / 2}\right\}+\right. \\
& \sum_{\ell=1}^{m} \operatorname{Pr}\left\{\mid \sum_{t=1}^{T}\left[\nu_{j t} z_{\ell t}-\mathbb{E}\left(\nu_{j t} z_{\ell t}\right] \mid>C T^{1 / 2+\alpha / 2-d / 2}\right\}+\right. \\
& \operatorname{Pr}\left(\left\|\hat{\boldsymbol{\Sigma}}_{z z}^{-1}-\boldsymbol{\Sigma}_{z z}^{-1}\right\|_{F}>\delta_{T}^{-1} \zeta_{T}\right)
\end{aligned}
$$

Let

$$
\kappa_{T, i}(h, d)=\sum_{\ell=1}^{m} \operatorname{Pr}\left\{\mid \sum_{t=1}^{T}\left[\nu_{i t} z_{\ell t}-\mathbb{E}\left(\nu_{i t} z_{\ell t}\right] \mid>C T^{1 / 2+\kappa / 2-d / 2}\right\}, \text { for } h=\lambda, \alpha,\right.
$$

and $i=1,2, \ldots, N$. By Lemmas S.7, S.14, and S.15, we have $\nu_{i t} \nu_{j t}-\mathbb{E}\left(\nu_{i t} \nu_{j t}\right)$ and $\nu_{i t} z_{\ell t}-$ $\mathbb{E}\left(\nu_{i t} z_{\ell t}\right)$ are martingale difference processes with exponentially bounded probability tail, $\frac{s}{2}$. So, depending on the value of exponentially bounded probability tail parameter, from Lemma S.1, we know that either

$$
\kappa_{T, i}(h, d) \leq m \exp \left[-\ominus\left(T^{h-d}\right)\right]
$$

or

$$
\kappa_{T, i}(h, d) \leq m \exp \left[-\ominus\left(T^{s(1 / 2+h / 2-d / 2) /(s+2)}\right)\right],
$$

for $h=\lambda, \alpha$. Also, depending on the value of exponentially bounded probability tail parameter, from Lemmas S. 12 and S. 13 we have,

$$
\begin{aligned}
\operatorname{Pr}\left(\left\|\hat{\boldsymbol{\Sigma}}_{z z}^{-1}-\boldsymbol{\Sigma}_{z z}^{-1}\right\|_{F}>\delta_{T}^{-1} \zeta_{T}\right) \leq & m^{2} \exp \left[-C_{0} \frac{T \delta_{T}^{-2} \zeta_{T}^{2}}{m^{2}\left\|\boldsymbol{\Sigma}_{z z}^{-1}\right\|_{2}^{2}\left(\left\|\boldsymbol{\Sigma}_{z z}^{-1}\right\|_{2}+\delta_{T}^{-1} \zeta_{T}\right)^{2}}\right]+ \\
& m^{2} \exp \left(-C_{0} \frac{T}{m^{2}\left\|\boldsymbol{\Sigma}_{z z}^{-1}\right\|_{2}^{2}}\right),
\end{aligned}
$$

or

$$
\begin{aligned}
\operatorname{Pr}\left(\left\|\hat{\boldsymbol{\Sigma}}_{z z}^{-1}-\boldsymbol{\Sigma}_{z z}^{-1}\right\|_{F}>\delta_{T}^{-1} \zeta_{T}\right) \leq & m^{2} \exp \left[-C_{0} \frac{\left(T \delta_{T}^{-1} \zeta_{T}\right)^{s / s+2}}{m^{s / s+2}\left\|\boldsymbol{\Sigma}_{z z}^{-1}\right\|_{2}^{s / s+2}\left(\left\|\boldsymbol{\Sigma}_{z z}^{-1}\right\|_{2}+\delta_{T}^{-1} \zeta_{T}\right)^{s / s+2}}\right]+ \\
& m^{2} \exp \left(-C_{0} \frac{T^{s / s+2}}{m^{s / s+2}\left\|\boldsymbol{\Sigma}_{z z}^{-1}\right\|_{2}^{s / s+2}}\right) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \operatorname{Pr}\left(\left\|\hat{\boldsymbol{\Sigma}}_{z z}^{-1}-\boldsymbol{\Sigma}_{z z}^{-1}\right\|_{F}>\delta_{T}^{-1} \zeta_{T}\right) \\
& \quad \leq m \exp \left[-\ominus\left(T^{\max \{1-2 d+2(\lambda-\alpha), 1-2 d+\lambda-\alpha, 1-2 d\}}\right)\right]+ \\
& \quad m \exp \left[-\ominus\left(T^{1-2 d}\right)\right]
\end{aligned}
$$

or,

$$
\begin{aligned}
& \operatorname{Pr}\left(\left\|\hat{\boldsymbol{\Sigma}}_{z z}^{-1}-\boldsymbol{\Sigma}_{z z}^{-1}\right\|_{F}>\delta_{T}^{-1} \zeta_{T}\right) \\
& \quad \leq m \exp \left[-\ominus\left(T^{s(\max \{1-d+\lambda-\alpha, 1-d\}) /(s+2)}\right)\right]+ \\
& \quad m \exp \left[-\ominus\left(T^{s(1-d) /(s+2)}\right)\right] .
\end{aligned}
$$

Setting $d<1 / 2, \alpha=1 / 2$, and $\lambda>d$, we have all the terms going to zero as $T \rightarrow \infty$ and there exist some finite positive constants $C_{1}$ and $C_{2}$ such that

$$
\kappa_{T, i}(\lambda, d) \leq \exp \left(-C_{1} T^{C_{2}}\right), \kappa_{T, i}(\alpha, d) \leq \exp \left(-C_{1} T^{C_{2}}\right),
$$

and

$$
\operatorname{Pr}\left(\left\|\hat{\boldsymbol{\Sigma}}_{z z}^{-1}-\boldsymbol{\Sigma}_{z z}^{-1}\right\|_{F}>\delta_{T}^{-1} \zeta_{T}\right) \leq \exp \left(-C_{1} T^{C_{2}}\right)
$$

Hence, if $d<\lambda \leq(s+2) /(s+4)$,

$$
\operatorname{Pr}\left(\left|\mathbf{x}_{i}^{\prime} \mathbf{M}_{z} \mathbf{x}_{j}-\mathbb{E}\left(\boldsymbol{\nu}_{i}^{\prime} \boldsymbol{\nu}_{j}\right)\right|>\zeta_{T}\right) \leq \exp \left(-C_{0} T^{-1} \zeta_{T}^{2}\right)+\exp \left(-C_{1} T^{C_{2}}\right)
$$

and if $\lambda>(s+2) /(s+4)$,

$$
\operatorname{Pr}\left(\left|\mathbf{x}_{i}^{\prime} \mathbf{M}_{z} \mathbf{x}_{j}-\mathbb{E}\left(\boldsymbol{\nu}_{i}^{\prime} \boldsymbol{\nu}_{j}\right)\right|>\zeta_{T}\right) \leq \exp \left(-C_{0} \zeta_{T}^{s /(s+1)}\right)+\exp \left(-C_{1} T^{C_{2}}\right)
$$

where $C_{0}, C_{1}$ and $C_{2}$ are some finite positive constants.

## Lasso, Adaptive Lasso and Cross-validation algorithms

This section explains how Lasso, $K$-fold cross-validation and Adaptive Lasso are implemented in this paper. Let $\mathbf{y}=\left(y_{1}, y_{2}, \cdots, y_{T}\right)^{\prime}$ be a $T \times 1$ vector of target variable, and let $\mathbf{Z}=$ $\left(\mathbf{z}_{1}, \mathbf{z}_{2}, \cdots, \mathbf{z}_{T}\right)^{\prime}$ be a $T \times m$ matrix of conditioning covariates where $\left\{\mathbf{z}_{t}: t=1,2, \cdots, T\right\}$ are $m \times 1$ vectors and let $\mathbf{X}=\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, \mathbf{x}_{T}\right)^{\prime}$ be a $T \times N$ matrix of covariates in the active set where $\left\{\mathbf{x}_{t}: t=1,2, \cdots, T\right\}$ are $N \times 1$ vectors.

## Lasso Procedure

1. Construct the filtered variables $\tilde{\mathbf{y}}=\mathbf{M}_{z} \mathbf{y}$ and $\tilde{\mathbf{X}}=\mathbf{M}_{z} \mathbf{X}=\left(\tilde{\mathbf{x}}_{10}, \tilde{\mathbf{x}}_{20}, \ldots, \tilde{\mathbf{x}}_{N \circ}\right)$, where $\mathbf{M}_{z}=\mathbf{I}_{T}-\mathbf{Z}\left(\mathbf{Z}^{\prime} \mathbf{Z}\right)^{-1} \mathbf{Z}^{\prime}$, and $\tilde{\mathbf{x}}_{i o}=\left(\tilde{x}_{i 1}, \tilde{x}_{i 2}, \cdots, \tilde{x}_{i T}\right)^{\prime}$.
2. Normalize each covariate $\tilde{\mathbf{x}}_{i 0}=\left(\tilde{x}_{i 1}, \tilde{x}_{i 2}, \cdots, \tilde{x}_{i T}\right)^{\prime}$ by its $\ell_{2}$ norm, such that

$$
\tilde{\mathbf{x}}_{i \circ}^{*}=\tilde{\mathbf{x}}_{i o} /\left\|\tilde{\mathbf{x}}_{i \circ}\right\|_{2},
$$

where $\|.\|_{2}$ denotes the $\ell_{2}$ norm of a vector. The corresponding matrix of normalized covariates in the active set is now denoted by $\tilde{\mathbf{X}}^{*}$.
3. For a given value of $\varphi \geq 0$, find $\hat{\gamma}_{x}^{*}(\varphi) \equiv\left[\hat{\gamma}_{1 x}^{*}(\varphi), \hat{\gamma}_{2 x}^{*}(\varphi), \cdots, \hat{\gamma}_{N x}^{*}(\varphi)\right]^{\prime}$ such that

$$
\hat{\boldsymbol{\gamma}}_{x}^{*}(\varphi)=\arg \min _{\boldsymbol{\gamma}_{x}^{*}}\left\{\left\|\tilde{\mathbf{y}}-\tilde{\mathbf{X}}^{*} \boldsymbol{\gamma}_{x}^{*}\right\|_{2}^{2}+\varphi\left\|\boldsymbol{\gamma}_{x}^{*}\right\|_{1}\right\}
$$

where $\|.\|_{1}$ denotes the $\ell_{1}$ norm of a vector.
4. Divide $\hat{\gamma}_{i x}^{*}(\varphi)$ for $i=1,2, \cdots, N$ by $\ell_{2}$ norm of the $\tilde{\mathbf{x}}_{i \circ}$ to match the original scale of $\tilde{\mathbf{x}}_{i o}$, namely set

$$
\hat{\gamma}_{i x}(\varphi)=\hat{\gamma}_{i x}^{*}(\varphi) /\left\|\tilde{x}_{i 0}\right\|_{2},
$$

where $\hat{\gamma}_{x}(\varphi) \equiv\left[\hat{\gamma}_{1 x}(\varphi), \hat{\gamma}_{2 x}(\varphi), \cdots, \hat{\gamma}_{N x}(\varphi)\right]^{\prime}$ denotes the vector of scaled coefficients.
5. Compute $\hat{\gamma}_{z}(\varphi) \equiv\left[\hat{\gamma}_{1 z}(\varphi), \hat{\gamma}_{2 z}(\varphi), \cdots, \hat{\gamma}_{m z}(\varphi)\right]^{\prime}$ by $\hat{\gamma}_{z}(\varphi)=\left(\mathbf{Z}^{\prime} \mathbf{Z}\right)^{-1} \mathbf{Z}^{\prime} \hat{\mathbf{e}}(\varphi)$ where $\hat{\mathbf{e}}(\varphi)=$ $\tilde{\mathbf{y}}-\tilde{\mathbf{X}} \hat{\boldsymbol{\gamma}}_{x}(\varphi)$.

For a given set of values of $\varphi^{\prime}$ s, say $\left\{\varphi_{j}: j=1,2, \cdots, h\right\}$, the optimal value of $\varphi$ is chosen by $K$-fold cross-validation as described below.

## $K$-fold Cross-validation

1. Create a $T \times 1$ vector $\mathbf{w}=(1,2, \cdots, K, 1,2, \cdots, K, \cdots)^{\prime}$ where $K$ is the number of folds.
2. Let $\mathbf{w}^{*}=\left(w_{1}^{*}, w_{2}^{*}, \cdots, w_{T}^{*}\right)^{\prime}$ be a $T \times 1$ vector generated by randomly permuting the elements of $\mathbf{w}$.
3. Group observations into $K$ folds such that

$$
g_{k}=\left\{t: t \in\{1,2, \cdots, T\} \text { and } w_{t}^{*}=k\right\} \text { for } k=1,2, \cdots, K
$$

4. For a given value of $\varphi_{j}$ and each fold $k \in\{1,2, \cdots, K\}$,
(a) Remove the observations related to fold $k$ from the set of all observations.
(b) Given the value of $\varphi_{j}$, use the remaining observations to estimate the coefficients of the model.
(c) Use the estimated coefficients to compute predicted values of the target variable for the observations in fold $k$ and hence compute mean square forecast error of fold $k$ denoted by $\operatorname{MSFE} E_{k}\left(\varphi_{j}\right)$.
5. Compute the average mean square forecast error for a given value of $\varphi_{j}$ by

$$
\overline{\operatorname{MSFE}}\left(\varphi_{j}\right)=\sum_{k=1}^{K} \operatorname{MSFE} E_{k}\left(\varphi_{j}\right) / K
$$

6. Repeat steps 1 to 5 for all values of $\left\{\varphi_{j}: j=1,2, \cdots, h\right\}$.
7. Select $\varphi_{j}$ with the lowest corresponding average mean square forecast error as the optimal value of $\varphi$.

In this study, following Friedman et al. (2010), we consider a sequence of 100 values of $\varphi$ 's decreasing from $\varphi_{\text {max }}$ to $\varphi_{\text {min }}$ on log scale where $\varphi_{\max }=\max _{i=1,2, \cdots, N}\left\{\left|\sum_{t=1}^{T} \tilde{x}_{i t}^{*} \tilde{y}_{t}\right|\right\}$ and $\varphi_{\min }=0.001 \varphi_{\max }$. We use 10 -fold cross-validation $(K=10)$ to find the optimal value of $\varphi$.

Denote $\hat{\gamma}_{x} \equiv \hat{\gamma}_{x}\left(\varphi_{o p}\right)$ where $\varphi_{o p}$ is the optimal value of $\varphi$ obtained by the $K$-fold crossvalidation. Given $\hat{\gamma}_{x}$, we implement Adaptive Lasso as described below.

## Adaptive Lasso Procedure

1. Let $\mathcal{S}=\left\{i: i \in\{1,2, \cdots, N\}\right.$ and $\left.\hat{\gamma}_{i x} \neq 0\right\}$ and $\mathbf{X}_{\mathcal{S}}$ be the $T \times s$ set of covariates in the active set with $\hat{\gamma}_{i x} \neq 0$ (from the Lasso step) where $s=|\mathcal{S}|$. Additionally, denote the corresponding $s \times 1$ vector of non-zero Lasso coefficients by $\hat{\gamma}_{x, \mathcal{S}}=$ $\left(\hat{\gamma}_{1 x, \mathcal{S}}, \hat{\gamma}_{2 x, \mathcal{S}}, \cdots, \hat{\gamma}_{s x, \mathcal{S}}\right)^{\prime}$.
2. For a given value of $\psi \geq 0$, find $\hat{\boldsymbol{\delta}}_{x, \mathcal{S}}^{*}(\psi) \equiv\left[\hat{\delta}_{1 x, \mathcal{S}}^{*}(\psi), \hat{\delta}_{2 x, \mathcal{S}}^{*}(\psi), \cdots, \hat{\delta}_{s x, \mathcal{S}}^{*}(\psi)\right]^{\prime}$ such that

$$
\hat{\boldsymbol{\delta}}_{x, \mathcal{S}}^{*}(\psi)=\arg \min _{\delta_{x, \mathcal{S}}^{*}}\left\{\left\|\tilde{\mathbf{y}}-\tilde{\mathbf{X}}_{\mathcal{S}} \operatorname{diag}\left(\hat{\gamma}_{x, \mathcal{S}}\right) \boldsymbol{\delta}_{x, \mathcal{S}}^{*}\right\|_{2}^{2}+\psi\left\|\boldsymbol{\delta}_{x, \mathcal{S}}^{*}\right\|_{1}\right\}
$$

where $\operatorname{diag}\left(\hat{\gamma}_{x, \mathcal{S}}\right)$ is an $s \times s$ diagonal matrix with its diagonal elements given by the corresponding elements of $\hat{\gamma}_{x, \mathcal{S}}$.
3. Post multiply $\hat{\boldsymbol{\delta}}_{x, \mathcal{S}}^{*}(\psi)$ by $\operatorname{diag}\left(\hat{\gamma}_{x, \mathcal{S}}\right)$ to match the original scale of $\tilde{\mathbf{X}}_{\mathcal{S}}$, such that

$$
\hat{\boldsymbol{\delta}}_{x, \mathcal{S}}(\psi)=\operatorname{diag}\left(\hat{\boldsymbol{\gamma}}_{x, \mathcal{S}}\right) \hat{\boldsymbol{\delta}}_{x, \mathcal{S}}^{*}(\psi) .
$$

The coefficients of the covariates in the active set that belong to $\mathcal{S}^{c}$ are set equal to zero. In other words, $\hat{\boldsymbol{\delta}}_{x, \mathcal{S}^{c}}(\psi)=0$ for all $\psi \geq 0$.
4. Compute $\hat{\boldsymbol{\delta}}_{z}(\psi) \equiv\left[\hat{\delta}_{1 z}(\psi), \hat{\delta}_{2 z}(\psi), \cdots, \hat{\delta}_{m z}(\psi)\right]^{\prime}$ by $\hat{\boldsymbol{\delta}}_{z}(\psi)=\left(\mathbf{Z}^{\prime} \mathbf{Z}\right)^{-1} \mathbf{Z}^{\prime} \hat{\mathbf{e}}(\psi)$ where $\hat{\mathbf{e}}(\psi)=$ $\tilde{\mathbf{y}}-\tilde{\mathbf{X}}_{\mathcal{S}} \hat{\boldsymbol{\delta}}_{x, \mathcal{S}}(\psi)$.

As in the Lasso step, the optimal value $\psi$ is set using 10 -fold cross-validation as described before. ${ }^{10}$
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[^0]:    ${ }^{10}$ To implement Lasso, Adaptive Lasso and 10 -fold cross-validation we take advantage of glmnet package (Matlab version) available at http://web.stanford.edu/~hastie/glmnet_matlab/

