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Abstract

This paper analyzes the stochastic properties of a dynamic general equi-
librium model under two government policies which might be interpreted
as ‘countercyclical’ fiscal policies. In one case, we examine the effects on
fluctuations of government spending on infrastructure investment in an
economy in which public capital is an input to the aggregate production
function. In the other, we examine the effects on aggregate business cycle
fluctuations of a proportional tax on lay-offs. Our results find only weak
evidence for the stabilizing effects of either policy.

*This paper was prepared for the international workshop, Should we rebuild built-in stabi-
lizers?, held in Paris, January 8-10, 1996, and sponsored jointly by CEPREMAP, the French
Commisariat Général au Plan and Direction de la Prévision, and MAD, Université de Paris L
The comments of participants at the workshop are gratefully acknowledged. The authors also
thank Mark Wynne for numerous useful comments. The views expressed here are solely those
of the authors and do not reflect those of the Federal Reserve Bank of Dallas or the Federal
Reserve System.

TSouthern Methodist University.

*Southern Methodist University and Federal Reserve Bank of Dallas.



1 Introduction

This paper is an attempt to characterize the dynamic implications of two policies
which could be interpreted as schemes designed to “stabilize” the behavior of an
economy. This is an attempt to characterize the effects of certain policies, within
the context of a dynamic equilibrium model. Such a inquiry would seem long
overdue since many of the traditional stabilization policies are described within
environments which are neither dynamic, nor equilibrium. Employing a general
equilibrium model permits us to characterize the full equilibrium and welfare
effects of these policies.

Traditional discussions of countercyclical government policies seem to have
as their basis some notion of a static model. With the advent and continued
use of dynamic stochastic general equilibrium models, there has been a dramatic
decline in the study of this particular issue. This is somewhat surprising since this
is exactly the type of model in which dynamic stabilization can potentially make
sense. However, the lack of the study of this issue is partly attributable to the
fact that in many of the existing business-cycle models, the resulting allocations
are optimal, despite the presence of the fluctuations. Nevertheless, it would be
possible to use such a model to characterize the feasibility, as well as the welfare
costs or benefits derived from many stabilization schemes.

The customary textbook explanations of the conduct of countercyclical sta-
bilization policy are well known. First, there is the implementation of rules
governing monetary policy so as to minimize fluctuations in some target variable
such as GNP. The trouble with analyzing such a policy is that it is difficult to
construct a dynamic general equilibrium model in which monetary policy can
have much of an impact. For example, the popular model of Cooley and Hansen
[7] has the implication that the cyclical aggregates are virtually invariant to the
behavior of monetary policy.! Within the context of some non-equilibrium mod-
els, monetary policy can have a real impact by exploiting some misperceptions
or non-rational behavior. It is difficult, though, to imagine a central bank being
capable of systematically capitalizing on such behavior. It is yet even more dif-
ficult to construct a model where such a policy is desirable, in the sense that it
increases welfare. Many researchers feel that simple asset exchanges, of the sort
undertaken through open market operations, seem unlikely to dramatically influ-
ence the aggregate behavior of agents, nor their welfare, by significantly altering
the incentives for employment or investment.

The second channel in which policy choices can influence economic activity is
through fiscal policy. It would seem there is much more latitude in this instance

1Christiano and Eichenbaum [5} study the liquidity effect within a similar model, but again
the effect of monetary policy appears to be negligible.



for having these policies influence economic behavior since the distortions that
these policies can impose can be substantial. Again, textbook descriptions of
counter-cyclical policies would consist of the following examples: progressive tax-
ation or otherwise utilizing pro-cyclical tax rates, increased transfer payments,
unemployment insurance, or increased government spending, perhaps on such
things as on public infrastructure.

Now some of these policies seem particularly insipid or even ineffective. For
example, merely having government increase transfer payments to individuals is
not likely to have a noticeable effect on aggregate economic activity. If this policy
is financed by a lump-sum tax it seems unlikely to have any effect. If it is financed
by an increase in the government debt, then this must entail an increase in future
(net) taxes and again is unlikely to have much impact.

The appropriate use of distortional taxation has the potential of having a
dramatic impact on the cyclical behavior of an economy. Greenwood and Huff-
man [8] show how state-contingent tax rates can be configured so as to reduce
the fluctuation in output.? Not surprisingly, in some states of the world with
low capital stocks and “bad” technology shocks, the income tax rate should be
reduced.

Unemployment insurance is also a popular scheme utilized in many market
economies. However, in a complete market framework it is difficult to imagine
how such a policy would be desirable or be able to dramatically influence economic
activity. Alvarez and Veracierto [1] show that it may be desirable for such a
policy if markets are incomplete. Similarly, Hansen and Imrohoroglii [10] show,
within the context of a model without aggregate uncertainty but with incomplete
markets, that there may be a significant welfare gain from adopting such a policy,
but that it may be the case that the observed levels of replacements rates are not
optimal.

In light of this literature, the approach adopted here will be to focus on
analyzing two particular stabilization policies. First of all, we will analyze a model
in which the government can invest in public infrastructure, which is productive
in the sense that it enters as an argument into the production technology.

2Greenwood and Huffman also mention that it is not clear what is meant by the term
“stabilization policy”. Does one mean that all fluctuations should be eliminated or curtailed,
or does one mean that only the movements in some aggregates which are below some notion
of “trend” should be eliminated. Furthermore, should one focus on Auctuations in aggregate
output or consumption? If the latter, then what about movements in the sub-categories such as
durable and service consumption? And what about fluctuations in employment and investment?
Here it gets a little tricky since it may be possible to stabilize output by implementing policies
which encourage workers to work when they might otherwise choose not to do so. It is indeed
possible to construct an economy in which fluctuations in one aggregate, such as consumption
or output, might be ameliorated by magnifying the fluctuations in some other variables, such as
employment. It seems that in a world populated by agents who have the usual time-separable
preferences, one might be interested in smoothing the utility derived by agents in each period.
Yet one does not usually hear the discussion cast in these terms.
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Since the ‘public works’ programs of the Great Depression, packages of gov-
ernment purchases® which have been viewed, at least by their authors, as ‘stim-
ulative’ have often taken the form of expenditures on infrastructure. This may
simply be due to the fact that politically, in spite of the ‘textbook’ Keynesian
view that ‘spending is spending’, mustering support for unproductive purchases—
‘digging holes and them filling them’—is difficult.* On the other hand, we also
have evidence, beginning with Aschauer [2], that public infrastructure is a po-
tentially important factor in the economy’s aggregate production function. It is
from this potentially productive role of public capital that our interest in this
policy derives. In particular, in a world with productive public capital, and in
which fluctuations in output are to a large extent driven by technology shocks,
there seems to be a very real danger that the desire to use government investment
as an instrument of ‘countercyclical’ policy may be inconsistent with the optimal
timing of public investment, in the sense that times of high output may in fact
be good times to investment, rather than vice versa.

To examine this possibility, we construct a modified version of the basic neo-
classical model in which public capital enters as an input to the production func-
tion. We then conduct experiments which look at the cyclical volatility and
correlations of key macroeconomic aggregates under alternative specifications of
the policy rule by which government investment is determined.

Secondly, we will analyze a model in which there is a government penalty
levied on layoffs, or firing of workers. Such a policy could potentially have a
stabilizing effect, since this could reduce the fluctuations in employment over
the cycle. The approach adopted here will be to develop a model similar to
that studied by Hopenhayn and Rogerson [11]. They do not look at cyclical
fluctuations and the period in their model is defined to be 5 years. They also
analyze a model in which there are many firms that are subject to idiosyncratic
technology shocks and consequently there is movement of workers from firm to
firm. The goal here is to analyze the impact of a similar policy on aggregate
business cycle fluctuations, and the period is assumed to be a quarter.

So that we can focus solely on the impact of these policies, our analysis will
be conducted within a simple and otherwise standard business cycle model. In
fact, the starting point will be the basic framework of Hansen [9].

The rest of this paper is organized as follows. Section two examines the model
with public capital. Section three examines the model with a layoff-tax. We offer
some final remarks in section four. An appendix, section five, contains some
details of the solution methods we employed.

3As opposed to transfers.
4Witness the President’s proposed, and defeated, 1992 package of resurfacing tennis courts
and building swimming pools.



2 Public Investment as a Stabilizer

This section of the paper examines the consequences of countercyclical fiscal
policy for the behavior of macroeconomic aggregates in an economy in which
public investment is productive. Unlike standard real business cycle models,
which typically have no productive role for government fiscal policy, this model
is one in which an appropriately chosen fiscal policy can be welfare-enhancing.
In fact, since the production technology in our model has government capital as
an essential input, any fiscal policy which involves positive investment will be
at least as desirable as, and in most cases strictly preferred to, a policy of no
investment.

The more precise question we wish to address is whether countercyclical
policies—which increase government investment when aggregate output is low—
are preferable to procyclical policies. We consider two specifications for the gov-
ernment’s investment policy rule. In one specification, the level of government
investment, relative to the economy’s exogenous technology level, depends solely
on the level of similarly normalized aggregate output, so that procyclical and
countercyclical policies may be defined in a relatively unambiguous way. In our
second specification, we model investment policy as a feedback rule from the
economy’s state vector—which consists of the public and private capital stocks,
the realization of the economy’s technology shock and the level of government
consumption expenditures—to the level of government investment expenditure.

Intuitively, if the technology in our economy with productive government cap-
ital is not too different from the technology in the standard RBC model—i.e., if
the production coefficient on public capital is not too large—and if government in-
vestment is being chosen optimally, then the signs of relationships between public
investment and the state variables should be the same as in the standard model.
This implies, for example, that government investment should be high when the
aggregate capital stock is low or when the economy experiences a favorable shock
to technology.

Since low aggregate capital and positive technology shocks have opposite ef-
fects, ceteris paribus, on aggregate output, one obvious conclusion is that an op-
timal policy—if one exists—cannot be described simply as ‘procyclical’ or ‘coun-
tercyclical’. The optimal response to low output depends crucially on why output
is low. If output is below trend because capital is low, government investment
should be high; the opposite is true if output is low because the economy has
experienced a negative technology shock.

2.1 The model economy
2.1.1 Preferences and technology

The model is populated by a continuum of identical, infinitely-lived agents,
with unit mass. The typical agent evaluates stochastic streams of consumption



¢; > 0 and labor hours n; € [0,1] according to the intertemporal von Neuman-
Morgenstern criterion

B {iﬁ*u (c:,nt)}. M

t=0
We assume that the momentary utility function v is as in Hansen {9]:

u(c,n) =1n(c) — yn. (2)

Such preferences, which imply an infinite elasticity of labor supply, may be derived
from a model where individual agents have finite elasticities of labor supply, but
must supply indivisible amounts of labor, and trade in lotteries over employment.
The substance of our results should be robust with respect to this assumption.

The production sector of the economy is characterized by a production func-
tion F' which has capital, k, and hours, n, as inputs, and is, additionally, subject
to an exogenous technology shock, A. Productive government capital is modelled
by having F depend also on the size of the stock of public capital k9. We assume
that the production function F' displays constant returns to scale in the privately
provided inputs k and n, but increasing returns overall. Constant-returns-to-scale
in the privately provided inputs means that number of firms in this economy is
indeterminate, and we may as well assume that production takes place within a
single representative firm.

The specific functional form which we adopt is the Cobb-Douglas form

F(k,n, k%) = (N7 kol (k9)°,

where a € (0,1) and ¢ > 0. We take the technology shock A as being raised to
the power 1 — o — ( in order to maintain consistency with balanced growth of
all quantities save hours. When ¢ = 0, our specification reduces to the standard
neoclassical technology with labor-augmenting technical change.

The economy faces a sequence of resource constraints which restrict the sum of
the components of aggregate demand—private consumption, private investment,
z;, and government purchases, g-—to be less than or equal to available output:

F(kt,nt,)\t;kf) =Yy 20+ T+ g

Government purchases, in turn, are divided between government consumption
and government investment:

g =¢ + .
The two capital stocks follow standard laws of motion

kt+1 = (1 — 6) kt +$t

and

k= (1— 8) K + =,
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where 6 and 6, are, respectively, the depreciation rates of private and public
capital.

There are two exogenous stochastic processes in this economy, one being the
process for the technology shock, );. We also treat government consumption, o,
as following an exogenous stochastic process. The innovations to technology are
assumed to be permanent. In particular, the technology shock A; is assumed to
follow a random walk with drift in logarithms:

In ()\t) =lIn (At—l) + €,

where {¢} is a serially uncorrelated i.i.d. process with mean yx and standard
deviation o,.

As in Christiano and Eichenbaum [6], we define the stochastic process for
government consumption relative fo the level of the technology shock A as

In(cf/A) = (1= pg) ¥ + pgIn(ct_1/ A1) + &,

where {£} is also serially uncorrelated and 4.i.d., with mean zero and standard
deviation ;. The parameter v represents the unconditional mean of In (/).
As we will choose umnits so that the long-run value of output relative to the
technology shock, 1/, is one, we can interpret v as the logarithm of the long-
run share of government consumption in output.

Note that we have chosen to treat government consumption as output which is
simply ‘thrown away’. This should not be construed as an assumption regarding
the welfare consequences of government consumption. We could, alternatively,
let the agent’s utility depend on the amount of government consumption, so long
as this dependence takes the form

u{c,n, ) =In(c) — yYn +v (),

without affecting our results.
2.1.2 Government policy

In order to keep the model simple, and to focus on the effects of government
investment expenditures, we assume that government purchases are financed
through lump-sum taxes. Relaxing this assumption may be an interesting av-
enue for further research. Letting 7, denote lump-sum tax revenue at date ¢, the
government faces a budget constraint in each period given by:

T =cf +23.

As regards the government’s investment policy, we consider two alternative
specifications. The first specifies a direct relationship between the level of gov-
ernment investment expenditures and aggregate output, while the second allows
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the level of government investment expenditure to depend separately on the com-
ponents of the state of the economy.

In order to be consistent with balanced growth, given the exogenous process
for technological change, the policies which we specify determine the level of gov-
ernment investment relative to X as functions of quantities which are themselves
taken relative to A. Precisely, our first specification sets

IL"g = )\t[‘ (yt//\t) ’ (3)

while our alternative specification specifies the level of government investment at
each date t as a function of the state of the economy as

zf = M@ (ke/ M, ki [ M, M) (4)

These specifications will be consistent with mean growth of A, and all quan-
tities save hours, at rate p. Other specifications are possible, but lead either
to unbalanced paths or possibly degenerate steady states in which the level of
government investment expenditure is zero. Below we discuss some of the impli-
cations which these specifications have for defining notions such as ‘procyclical’
and ‘countercyclical’ policy.

2.1.3 Market structure and equilibrium

The economy is assumed to be competitive. Individuals supply labor and capital
to firms at competitively determined wage and rental rates. Government capital
is treated as an unpaid factor of production, so that under constant returns to
the privately provided inputs and competition in factor markets, firms will earn
Zero profits.

Individuals divide their income between expenditures on consumption, invest-
ment and lump-sum tax payments to the government. Individuals understand
the stochastic processes for the exogenous variables, the dependence of prices on
the state of the aggregate economy, and the policy rule followed by the govern-
ment, but take as given the aggregate state and its law of motion. In equilibrium,
individual and aggregate quantities coincide.

The conditions which describe an optimum for the individual, in addition to
the budget constraint and law of motion for individual capital, are

—ug (¢, nt) + u (e, ng) wy =0

—the standard intratemporal efficiency condition equating the marginal rate of
substitution between consumption and leisure at each date ¢ to the real wage rate
wy—and the Euler equation

ay (e, mt) = BE; {u (Coyr, o) [1 + mevr — 8]},

where r;,; is the rental rate on capital at date ¢ + 1.

8



In equilibrium, individual and aggregate variables coincide, and the priées w
and r satisfy
wy = Fy (ki ne, M k)

and
rn=F (khﬂz,)tt;kf) .

2.2 Calibrating and solving the model

The equilibrium allocations for this economy can be obtained, in a straightforward
way, as solutions to a restricted social planning problem, in which individual
utility is maximized subject to the economy’s resource constraint, taking as given
the government policy rule and the behavior of aggregate quantities. That is,
equilibrium allocations solve

max Ey {Z Blu (et ne) }
t=0

subject to

F kg, A K) + (1= 8) ke — cf — 2 2 & + ko,
where xz{ is assumed to follow either z§ = AT (7:/A) or 2§ = A @ (I_ct JoYw - o4} )\g),
with &, and #; denoting aggregate capital and output. Once we obtain the ef-
ficiency conditions characterizing the solution to this problem, we impose the
consistency conditions k, = k; and 7, = u;.

In terms of non-linearity, the model of this section—in contrast to our second
model below—is not too different from the basic neoclassical model. Thus, our
solution strategy for this section follows that of King, Plosser and Rebelo [12] and
involves approximating the efficiency and equilibrium conditions in a linear fash-
ion. Given that the technology shock follows a geometric random walk with drift,
we first transform all variables, with the exception of labor hours, by dividing
them by the level of \. We then approximate the equations around the deter-
ministic steady state, obtaining a linear system with all (transformed) variables
expressed as percentage deviations from steady state. We then eliminate the con-
trols, consumption and hours, and solve the resulting difference equation in the
endogenous states, costate and exogenous variables under certainty equivalence.
Finally, the stochastic trend is put back in to obtain paths for the log-levels of
the untransformed quantities.

The stochastic properties of the endogenous states, control variables, and
other variables of interest—in particular, their second moment properties—can
then be recovered, and artificial time series simulated. As we do also in the next
section, we generate a sample of artificial time series for the variables of interest,
which we then detrend using the Hodrick-Prescott filter.

The model’s parameters are {¢,8,,(, 8,84, pg, ¥, 0.,0¢} = ©, and the pa-
rameters of ® (-) and I'(-). We consider first the parameters in the list ©. The
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leisure parameter 1 can be set to one, which just amounts to a rescaling of the
units in which hours are measured. The model’s time period corresponds to one
quarter, so we set the discount factor 3 equal to .99, which corresponds roughly
to a 6.71% steady state annual rate of return on capital. We follow standard
practice in setting o, capital’s share of national income, to be .36 and the de-
preciation rate of the private capital stock, &, to .02. We have not estimated &g,
but since public capital consists primarily of structures, a good ballpark estimate
should be that §, is roughly half 8, or §; = .01, which is the number we adopt in
this version of the paper.

In our experiments we allow the parameter ¢, which is public capital’s ‘share’
in the Cobb-Douglas production function, to vary from ¢ = .10 to { = .30. This
range of values is in line with the estimates of Aschauer [2].

As for the exogenous stochastic processes governing technological change and
government consumption, we follow Christiano and Eichenbaum [6] in setting
the persistence parameter for the government consumption process at p, = .96.
We set the parameter v of the government consumption process so as to yield
an 18% share of government consumption in aggregate output in steady state.
Finally, we set the standard deviations of the inputs to the technology shock and
government consumption processes to be o, = .015 and o = .021.

Given our linear approximation method, the key parameters of the investment
policy functions can be expressed as elasticities. For example, when government
investment follows the policy rule z9/X = ['(y/}), a sufficient parameter for
our computations is 5, = z[" (2) /T'(2), evaluated at the steady state. Hence,
the percentage deviation of the transformed variable 9/ from its nonstochastic
steady state level, which we denote by 39, is related to the percentage deviation
of y/\ from its steady state by

9 = n, 1.
When investment follows the alternative rule z9/A = ®(k/A, k9/A,7/A), we
specify the parameters 1, 77, and 7? in

29 = nek + nZk9 + 02

The steady state level of government investment, as a fraction of output, is
set at 1.5%, which is approximately the average value of government purchases
of durables and structures relative to GDP for the US in the post-World War
II period. We also conduct some hypothetical experiments where this value is
doubled, to 3%.

2.3 Results

We performed a wide range of experiments with public investment as a function
either of output or the state of the economy, with various values of the public
capital productivity parameter, ¢, and with policies that run the gamut from
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extremely ‘procyclical’ to extremely ‘countercyclical’. The uniform conclusion
of these experiments is that public investment policy does not impact much on
the cyclical volatility of either consumption or cutput, though there is a modest
stabilizing effect on both hours and investment as public investment becomes
more ‘countercyclical’.

The first set of experiments consider government investment policy set ac-
cording to (3)—that is, as a function of output (relative to the level of the
technology shock A). Note that even for this simple rule, given the presence
of the technology shock A, ‘procyclical’ and ‘countercyclical’ are not unambigu-
ously defined. In particular, the rule already incorporates a feature which, as
we argued in the introduction to this section, has some measure of optimality to
it—namely, a positive response of public investment to a good technology shock.
With 29 = AT (y/)\), if I < 0—which is a potential definition of ‘countercyclical’
for this policy rule—we also have z? increasing in A. The results of this section
need to be interpreted with this consideration in mind—even in attempting to
examine a ‘naive’ policy rule, we in fact are stuck with one which is actually a
bit sophisticated.

The experiments which we conducted for this rule are as follows. For each of
¢ =.10, ¢ = .20 and ¢ = .30, we varied the ‘feedback’ parameter 7, over, roughly,
the broadest range consistent with stability of the linear system dynamics. In
each case we generated a sample of 500 sets of time series on the variables of
interest, each series being of length equal to 150 periods. All series were then
detrended using the Hodrick-Prescott filter and sample average second moments
calculated. All the numbers in the tables that follow, then, refer to the stochastic
properties of the H-P cyclical components of the respective variables.

Table 2.1 reports the standard deviations of output, consumption, hours and
private investment for the case of { = .30, for values of 5, equal to 2, 1, 0, -1
and —2.

Value of 7,
2 1 0 -1 -2
Qutput 1.464 | 1.454 | 1.438 | 1.431 | 1.423
Consumption 1.338 [ 1.336 | 1.336 § 1.339 | 1.340
Hours 0.844 | 0.820 | 0.801 | 0.789 | 0.780
Private investment | 1.778 | 1.611 | 1.477 { 1.402 | 1.376

Table 2.1. Percent standard deviations of quantities for the case of
2% = A (y/\); ¢ =.30.

As noted above, there is very little impact of varying 7, on the cyclical volatility of
either output or consumption. The relationship between the standard deviation
of consumption and 7, is not monotonic, with 7, = 0 corresponding to the lowest
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level of cyclical volatility in consumption.® This pattern is hardly pronounced,
though. The monotonic decline in the standard deviations of hours and private
investment, as 7, varies from extremely procyclical to extremely countercyclical is
more pronounced. Note that as 7, moves in the countercyclical direction, private
investment in fact becomes less volatile than output.

Tables 2.2 reports similar results for the case of ¢ = .20. A lower value of (—
i.e., a smaller share of public capital in the Cobb-Douglas production function—
allows us to consider a broader range of values for 7, and still be consistent with
stability of the linear system. Here we vary #, from 3 to —3:

Value of 7,
3 2 1 0 -1 -2 | -3
Qutput 1.569 | 1.561 | 1.561 | 1.564 | 1.552 | 1.549 | 1.530
Consumption 1.326 | 1.328 { 1.328 | 1.338 | 1.328 | 1.333 | 1.328
Hours 0.939 | 0.925 | 0.921 | 0.918 | 0.916 | 0.913 | 0.894
Private investment | 2.308 | 2.212 | 2.123 | 2.070 | 1.979 | 1.916 | 1.838

Table 2.2. Percent standard deviations of quantities; { = .20.

Again, the volatility of consumption and output do not change much, while the
volatility of hours and investment decline as the policy parameters vary from
procyclical to countercyclical. The decline in the volatility of hours is somewhat
less pronounced, though.

Finally, table 2.3 gives results for the case of ¢ = .10, for values of 7, = 0 and
two ‘extremes’ of 5, = 5 and —5.

Value of 7,
5 0 -5
Output 1.718 | 1.721 | 1.711
Consumption 1.334 | 1.336 | 1.336
Hours 1.046 | 1.049 | 1.046
Private investment | 2.910 | 2.802 | 2.703

Table 2.3. Percent standard deviations of quantities; { = .10.

With ¢ = .10, as one might expect, the impact of varying 7, on the standard
deviations of all quantities is greatly reduced. In this case only the standard
deviation of private investment shows any discernible relation to 7,, the standard
deviations of the other quantities changing only slightly and, in any event, not

5The entries in the 1, = 0 column differ from the volatilies reported for the basic model by
Hansen (9] and others. This is due the fact that with , = 0 government investment is left
proportional to the level of technology J; this in turn feeds into the public capital stock, adding
an additional element of volatility.
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monotonically. In all of the above experiments steady state public investment is
only 1.5% of steady state output, so that even with a large percentage response of
public investment to changes in output, the impact on the stochastic properties
of the model’s time series can be expected to be minor unless small amounts of
public investment translate into large productivity gains.

The experiment reported in the following table considers, hypothetically, an
economy identical to the one above, except with a steady state ratio of government
investment to output twice the 1.5% value used in Tables 2.1-2.3. In order to
allow for the greatest impact of the choice of the policy parameter 7, we look at
the extreme case of ¢ = .30. The table reports the resulting standard deviations
for the values n, =2, 0 and —2:

Value of n,

2 0 ~2
Output 1.479 | 1.445 | 1.428
Consumption 1.346 | 1.330 | 1.334
Hours 0.857 | 0.828 | 0.809
Private investment | 1.783 | 1.492 | 1.380

Table 2.4. Percent standard deviations; ¢ = .30; twice-realistic level of
government investment.

The first thing to note about the results in table 2.4 is that doubling the steady
state output share of public investment raises the cyclical volatility of all quan-
tities except consumption at all values of the policy parameter n,. This can be
seen by contrasting the numbers in table 2.4 with those reported in first, middle
and last columns of table 2.1 above, which are for otherwise identical parameters.
Other than this difference in level, the effects of varying 7, on the reported volatil-
ities are broadly similar, both in the pattern of dependence and the magnitudes
of the changes.

Though not reported in the above tables, in all the preceding experiments, the
volatility of the cyclical component of the private capital stock falls somewhat as
n, runs from positive to negative, while the volatility of the cyclical component
of the public capital stock increases sharply. It is this increase in the cyclical
volatility of k¢ which allows the volatility of output to remain fairly constant
while the volatility of hours falis.

Variation in 7, also has implications for the correlations between the cyclical
components of consumption, hours, investment and output. Table 2.5 gives the
correlations with output of consumption, hours and private investment and as 7,
varies, for the intermediate case of { = .20.
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Value of 7,

3 2 1 0 -1 -2 -3
Consumption .8022 | .8069 | .8085 { .8106 | .8085 | .8094 | .8135
Hours 5378 | 5204 | 5287 | .5221 | .5216 | .5147 | .5033
Private investment | .8875 | .8998 | .9138 | .9263 | .9390 | .9499 | .9582

Table 2.5. Correlations with output; ¢ = .20.

As the policy parameter 7, varies from the ‘procyclical’ end of the spectrum to the
‘countercyclical’ end, we see an increase in the procyclicality of both consumption
and private investment, and a weakening of the procyclicality of hours. In all of
our experiments, the correlations between the cyclical component of output and
the cyclical components of both capital stocks {not shown) are slightly negative,
the more so the more ‘countercyclical’ is government investment policy. With
the Hansen [9] specification for u (c,n) which we employ, the cyclical behavior of
the real wage is identical to that of consumption, so that a more countercyclical
investment policy corresponds to a slightly more procyclical real wage.

The next set of experiments which we conduct examine cases where policy
is set according to (4)—that is, cases where government investment (normalized
relative to A) is a function of the (also normalized) state variables of the economy,
(/A K9/, ¢7/)). As discussed above, we specify the policy in this way, relating
‘normalized’ levels of investment to ‘normalized’ values of the state vector, in
order to be consistent with steady state growth, given that A has been assumed
to follow a geometric random walk with drift. Unfortunately, this specification
allows us to consider in only a limited way the potentially interesting impact of a
policy which responds differently to technology shocks and deviations of capital
from its steady state. More precisely, when we specify

39 = nek + nfk? + n2&

—where, recall, for any z, 2 is the percentage deviation of the normalized variable
z/ A from it deterministic steady state level—the actual level of public investment
obeys, locally,

In (zf) = v+ In (k) + 77 In (k) + nfIn(cf) + (L —m — i — n2) In(Ay)

where + is a constant. In other words, the response of #? to the technology shock
cannot be set independently of the response of 29 to the levels of the two cap-
ital stocks (and government consumption). In particular, ignoring government
consumption for the moment, we cannot consider the case where the level govern-
ment investment responds negatively to both capital stocks and the technology
shock, though a positive response to all three variables is possible.

For simplicity, our first experiments set ¢ = 0—no response of government
investment to government consumption—and 7 = 77 = n—an identical percent-
age response to a given percentage change in either normalized capital stock. We
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again look at values of the government productivity parameter ¢ of .30, .20 and
.10, and vary the single ‘response’ parameter 7 over as broad a range as is consis-
tent with stability of the model. Table 2.6 records, as above, the percent standard
deviations of the cyclical components of output, consumption, hours and private
investment for values of 7 equal to .3, 0 and —.3, for the case of { = .30.

Value of 5
3 0 -3
Qutput 1.461 | 1.438 | 1.417
Consumption 1.342 | 1.336 | 1.332
Hours 0.840 | 0.801 | 0.767
Private investment | 1.6568 | 1.477 | 1.362

Table 2.6. Percent standard deviations when z¢ is a function of the state;
¢ = .30.

It is of interest to contrast the numbers in the last column of table 2.6 with those
in the last column of table 2.1. Each set of numbers represents, for the respective
policy rule, the greatest admissible amount of ‘countercyclicality’—though it is
important to remember that for the experiments in table 2.6, this concept is no
longer unambiguous. While not greatly different, the volatilities reported in the
last column of table 2.6 are uniformly lower than those reported in table 2.1. The
patterns of dependence of the numbers on the policy parameter 7 are, for hours
and investment, similar to the pattern that emerged in the experiments above
with respect to 7,. There is as well a discernible, and monotonic, effect of n on
the volatility of both output and consumption.

How ‘pro-’ or ‘countercyclical’ is a policy of 7 = —.37 For this specification
of 29 as a function of the state, with < 0, government investment is negatively
related to quantities which increase output—the capital stocks—but positively
related to the technology shock. One measure of cyclicality is to look at the cor-
relation between the cyclical components of output and government investment,
which is .649. By contrast, the same correlation for the time series generated
by the experiment reported in the last column of table 2.1—i.e., the case of
My = —2—is .464.

The next two tables report results for the cases of { = .20 and ¢ = .10. In
the first, n takes on values of .4, 0 and —.4; the lower value of { permits more
‘extreme’ values than the previous case with { = .30.
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Value of 1
4 0 -4
QOutput 1.573 | 1.564 | 1.534
Consumption 1.332 { 1.338 | 1.328
Hours 0.945 | 0.918 | 0.891
Private investment | 2.259 | 2.070 | 1.866

Table 2.7. Percent standard deviations when z7 is a function of the state;
¢ =.20.

The next gives results for ¢ = .10. Here, i takes on the values of .6, 0 and —.6.

Value of 5
6 0 -6
Output 1.714 | 1.721 | 1.716
Consumption 1.339 | 1.336 | 1.334
| Hours 1.047 | 1.049 | 1.049
Private investment | 2.926 | 2.802 | 2.669

Table 2.8. Percent standard deviations when z¢ is a function of the state;
¢ = .10.

As with the results in table 2.6, these numbers should be contrasted with their
counterparts—tables 2.2 and 2.3—under the previous policy rule z¢ = AT (y/A).

What conclusions can be drawn from these experiments? First, we have found
that moving from policies which might be regarded as ‘procyclical’ to policies
which are more ‘countercyclical’ stabilizes output and consumption by little, if at
all. Investment and hours are marginally stabilized, but whether there are welfare
gains from this is not clear. For the preferences of our representative agent, what
matters is the volatility of consumption, and there is no great improvement along
this dimension.

Also, the outcomes under the two alternative policies which we consider are
not, too different. Largely, we think, this is due to the fact that under either policy
rule the behavior of public investment is, in a sense, dominated by the stochastic
trend );. There may, in fact, be something of an ‘invariance’ result here: when
shocks to technology are permanent, and an investment policy is structured to be
consistent with balanced growth, the policy has ‘built-in’ a degree of optimality—
a positive response of investment to positive technology shocks—independent of
other aspects of the policy.
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3 A Tax on Layoffs

In this section we will study a similar economic model to that described in the
previous section, but the goal will be to study the impact of a tax on layoffs of
workers. To isolate the impact of this policy, it will be assumed that government
spending is not productive. Furthermore, there will be a tax imposed on the layoft
of workers, and the resulting revenue from this policy will be given back to agents
in a lump-sum manner. If the stabilization of output were the ultimate goal, such
a policy might seem a reasonable approach since, to a first approximation, the
level of output can be changed rapidly only by changing the quantity of the labor
input.

Again in this case the preferences are described by equations (1) and (2).
Given the indivisible labor structure underlying the Hansen-type utility function
(2), the tax on layoffs here really represents a tax on the movement of bodies out
of employment, not simply on changes in hours per worker.

For this section, the production technology is of the following form

Fk,n,)\)=k*(An)' ™ (5)

where ) is again the technology shock. It will simplify the analysis to assume
that the technology shock follows a random walk in logarithms:

In(A) = In (A1) + &

where In(e;) is an 4.i.d., normally distributed random variable, with mean u
and variance ¢2. Again, aggregate output must be used for consumption or
investment. However, in this case the government may impose a tax on the
laying off of workers. Let the level of this tax rate be denoted by é; in period 2.

The appropriate constraint for the planning problem for the maximization of
the utility function of the representative agent is then written as follows

etz < F (kz, Ty, )\t) — 6y max {0, N1 — ﬂt} + 7t- (6)

It is assumed that all revenue generated by the tax on layoffs will be rebated to
the individuals in & lump-sum manner. Here 7, represents the transfer payment
and hence in equilibrium 7, = 8, max {0,n;_; — n;}. Of course, if n; > n;_;, the
constraint on layoffs is not binding and =, = 0. This revenue could alternatively
be assumed to go to some productive purposes, along the lines of that described
in the previous section. However, the approach adopted here will more easily
enable us to focus on the distortional impact of this particular tax on layofls
alone, without cluttering the results with the impact that other accompanying
policies might also produce.

Now the added constraint on the right side of equation (6) adds another
“non-linearity” to this problem, although the constraint is still continuous. As
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is described in the appendix, this added complication will have to be dealt with
carefully in the numerical characterization of the model.
Additionally, the capital evolution equation is given by

kepr = (1—6) ke + 20 (7)

It is of interest to look at the optimization conditions for this problem. The Euler
equation associated with capital is conventional:

g (¢, ne) = BE; {11 (Coar, M) [F1 (Fewrs mea1, Aen) +1 - 8]} (8)

On the other hand, the optimization condition for choice of employment (r,),
which is usually only an intratemporal condition, is now the following intertem-
poral condition:

—ug (Ct, 1) =y (€1, 1t) [F2 (Ke, e, Ae) + Bex (-1 — ne)]
—BE; [uy (41, Per1) Oerax (e — 1441)] (9)

where x is the indicator function, such that x (z) = 0if z < 0 and x(z) =1
otherwise. It is assumed here that there is an interior solution, and that the
value for n,y, is again determined by the optimal decision rule. The reason
for this condition is that hiring an additional worker in period ¢ has the usual
(intratemporal) costs and benefits, as described by the term on the left side and
the first term on the on the right side of the equation. Additionally, employing an
additional worker has the benefit of increasing the return in period t by lowering
the prospective penalty in period ¢ to laying off workers, if this is actually done
(ng < me_y). Lastly, employing an additional worker in period t has the effect of
raising the cost of hiring because there is also the possibility that this worker will
have to be laid off in the following period, and the cost of doing sc will be 6;11.
Of course, along a path where n;_; < n; < nyy, the terms involving x(-) are
zero, and therefore this optimization condition reduces to the usual intratemporal
condition.

The details for the solution of the model are contained in the appendix. Be-
cause the technology shock (1)) is assumed to be a random walk, this minimizes
the number of state variables for the economy. In the appendix it is shown that
for the economy in which 8, = = = 0, the only state variable is the composite
variable {k;/\;). Obviously, if 8, > 0, then the employment level (n;—;) is also a
state variable.

Now it is obviously important to establish some values for the parameters
for this economy. The parameters {c, 3,6} are again chosen to have the values
{.36,.99,.02}. In this instance the variance for the technology shock innovation
o, is set equal to .0123, while x equals .0073.

It is now appropriate to compare the behavior of the various aggregates for
the cases in which there is and is not a penalty for layoffs. In particular, it is
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instructive to examine the decision rules for investment and employment in the
two cases. Figure 1 shows the employment decision rule for the case in which
6, = 7, = 0. Obviously, this decision rule depends on the level of the capital stock
in an approximately linear manner. Since §; = 7 = 0, the level of employment in
the previous period is not a relevant state variable, and so the level of n;_1 does
not influence this decision rule. As is apparent, the decision rule for employment
is “close to linear,” as a function of the transformed capital stock (ke Xe).

Figures 2 illustrates the decision rule for employment when 8, is set so as
to equal one quarter’s wages of workers in the steady-state. That is, workers
receive a severance payment when laid-off, which is equal to one quarter’s wages.
As is apparent from the illustration, the level of n,_; now does influence the
employment decision rule. It is possible to see that employment is increasing in
the level of employment in the previous period. This effect is somewhat more
pronounced when n,_,is above its steady state level, which is exactly what one
would expect.5 The employment decision rule is less responsive to the level of
the capital stock when # > 0 than when # = 0. Additionally, the higher is the
value of 8, the more sensitive investment will be to n;_y, and the less sensitive to
As.

Table 3.1 now shows how the cyclical properties of the model for the bench-
mark case with no distortions, and also for the case in which 6 is equivalent
to one or two quarter’s worth of the steady-state wage of labor. As is apparent
from the table, this policy can indeed have a stabilizing effect on the aggregates.
When the penalty (8) is equal to one quarter’s wages, the levels of output, invest-
ment, and employment exhibit smaller fluctuations. However, consumption and
capital exhibit larger fluctuations. The effects of this policy are not monotonic
however. When the penalty is raised to two quarters wages, all aggregates, with
the exception of the capital stock, exhibit larger volatility.

=0 |0=w|0=2w
Output 141 | 1.30 1.44
Consumption 0.85 | 087 |0.94
Investment 260 |220 |}252
Employment 067 (050 1074
Labor Productivity | 0.25 | 0.22 | 0.24
Capital 0.76 |0.85 |0.82

Table 3.1. Percent standard deviations for various policies. w denotes one
quarter’s wages in steady state.

It is also of interest to note that table 3.2 shows that the average level of
employment is marginally higher with the layoff penalty than without it. Hence,

8 As equation (9) shows, the steady state level of employment is also changed moderately.
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it could be said that the average employment effects are small, and in any event
do not appear to increase unemployment. This contrasts with the results of
Rogerson and Hopenhayn [11]. They found that such a policy lowered average
employment because firms reduced employment in an attempt to avoid having
to pay the higher penalty to laying off workers. The difference between their
environment and the present one is that Rogerson and Hopenhayn have no ag-
gregate uncertainty, and also study the entry and exit decisions of firms. Their
layoff penalty then influences the capital/output ratio and thereby has aggregate
effects.

f=0|0=w |8=2w
Normalized average employment | 1.000 | 1.0035 | 1.0095
Serial correlation of output 0.699 | 0.720 | 0.739

Table 3.2. Summary statistics

By contrast, in the present model, there is aggregate uncertainty, but no entry
or exit decisions for firms. The capital/output ratio is not affected by this policy,
as can be seen by noting that equation (8) is the same for all values of §. The
level of employment is affected in only the most marginal manner. To see this,
one need only look to equation (9). The layoff penalty #; adds a cost and a reward
to the left side of this equation, which reflects the effect of hiring an additional
worker. This is a measure of the distortion imposed by the policy. These extra
terms can be re-written as follows

Uy (Ch nt) [9tx (’ﬂ-t—l - nt)] - BE; [’M1 (Ct+1: nt+1) B ax (e — nt+1)] .

Now it is obvious that if 3 = 1, this term is likely to be small in size. Since in
fact 8 = .99, it is easy to see how the effect of this distortion would be minor.

The logic of this result can best be seen by considering a non-stochastic version
of this economy, with no technology shocks. Consider starting with an initial level
of the capital that is above that of the steady state. This implies that the level
of employment will be below its steady-state level. The economy will converge to
the steady state with capital (labor) falling (rising). Along this transition path,
the optimality conditions for capital and labor are given by equations (8) and
(9), where 6, =0.

On the other hand, consider starting with an initial level of the capital stock
that is below that of the steady state. This implies that the level of employment
will be above its steady-state level. The economy will converge to the steady
state with capital (labor) rising (falling). Along this transition path, the opti-
mality conditions for capital and labor are given by equations (8) and (9}, where
8, > 0. In particular, near the steady state, equation (9) can be written as
¢ = [Fa(k,n,A)+6(1—pB)]. It is easy to show that since §(1 — 3) > 0, this
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optimization condition gives rise to a higher level of employment than if # = 0.
In other words, near the steady state, since laying off workers results in a penalty
there is an incentive to not [Iay as many of them off, and this results in a slightly
higher level of employment than would otherwise be the case.

It is instructive to compare this result with that of Hopenhayn and Rogerson
([11]). In their framework, all firms must eventually exit the industry, thereby
resulting in the eventual laying off of all workers. Consequently, there is an
incentive for firms to not hire as much labor because it must all be laid off
eventually. Therefore, the equilibrium level of employment in the presence of
a layoff penalty is always below that which would exist if the penalty were not
present. '

Table 3.2 also shows that the serial correlation of output is marginally in-
creased as 6 increases. This would appear to be due to the fact that a given
technology shock appears to have a smaller influence on employment, the higher
is 8, and hence there is going to be smaller changes in the level of output.

4 Final Remarks

The goal of this analysis has been to investigate the effects of two policies which
could be interpreted as attempts to “stabilize” the behavior of an aggregate
economy. In the first economy, the choice of public investment policy, whether
set in ways that one might call either ‘procyclical’ or ‘countercyclical’, turns out
to have little effect on the volatility of either aggregate output or consumption,
though modest stabilizations of hours and investment are possible.

In the second example, it could be seen that taxing the layoff of workers
could reduce the volatility of some aggregates, such as output, consumption,
investment, and employment, but it could also exacerbate these fluctuations as
well. However, by construction, these policies must be welfare-reducing. It is also
of interest to note the asymmetric behavior that alternative technology shocks
can have on the behavior of various aggregates, since the policy imposes a non-
linearity on the resource constraint.

21



References

(1] FERNANDO ALVAREZ AND MARCELO VERACIERTO, Welfare effects of job
security provisions under imperfect insurance markets, manuscript, Univer-
sity of Pennsylvania, 1995.

[2] DAVID ALAN ASCHAUER, Is public expenditure productive?, .J. Monet.
FEecon. 23 (1989), 177-200.

[3] MARIANNE BAXTER AND ROBERT G. KING, Fiscal policy in general equi-
librium, Amer. Econ. Rev. 83 (1993), 315-334.

[4] SAMUEL BENTOLILA AND GIUSEPPE BERTOLA, Firing costs and labour
demand: How bad is Eurosclerosis?, Rev. Econ. Stud. 57 (1990), 381-402.

[5] LAWRENCE W. CHRISTIANO AND MARTIN EICHENBAUM, Liquidity effects
and the monetary transmission mechanism, Amer. Econ. Rev. 82 (1992),
346-353.

[6] LAWRENCE W. CHRISTIANO AND MARTIN EICHENBAUM, Current real
business cycle theories and aggregate labor market fluctuations, Amer. Econ.
Rev. 82 (1992}, 430-450.

[7] THoMas F. CooLEY AND GARY D. HANSEN, The inflation tax and the
business cycle, Amer. Econ. Rev. 79 (1989), 733-748.

[8] JEREMY GREENWOOD AND GREGORY W. HUFFMAN, Tax analysis in a
real business cycle model: On measuring Harberger Triangles and Okun
Gaps, J. Monet. Econ. 23 (1991}, 167-190.

[9] GARy D. HANSEN, Indivisible labor and the business cycle, J. Monet. Econ.
16 (1985), 309-327.

[10] GARy D. HANSEN AND AYSE IMROHOROGLU, The role of unemployment
insurance ir an economy with liquidity constraints and moral hazard, J. Pol.
Econ. 100 (1992), 118-142,

[11] Huco HOPENHAYN AND RICHARD ROGERSON, Job turnover and policy
evaluation: A general equilibrium analysis, J. Pol. Econ. 101 (1993), 915-
938.

(12] RoBERT G. KiNG, CHARLES 1. PLOSSER AND SgRGIO T. REBELO, Pro-
duction, growth and business cycles I: The basic neoclassical model, J.
Monet. Econ. 21 (1988), 195-232.

22



5 Appendix

For clarity it is useful to assume that §;, = =, = 0, although it should be clear
below that a nearly identical procedure could be employed if this were not the
case. Substituting equations (5) and (7) into the resource constraint (6) yields
the usual aggregate condition

¢+ kepr < K2 (Agne) ™0+ (1= 6) k. (A1)

Now define the following “stationary” variables: ¢; = ¢ /A, k= kef Ay and
z! = x;/As. It is then easy to show that constraint (Al) can be re-written as
follows

& 4 (Aerr /M) Kiyy < (B ()™ + (1 = O) Ky,
while the utility function can also be transformed into the function

E, iﬁ“’ In () — ¥no +In ()]

The last term in the utility function can be essentially ignored since it is not
influenced by any choices. Now the “*’ economy is stationary since the capital
stock, investment, and consumption will all grow at the same rate as the tech-
nology shock A. Because of the stationarity of the **’ economy, it is easy to study
the optimization conditions of this economy. Once the behavior of this economy
is determined it is straightforward task to calculate the actual behavior of the
economy by multiplying all variables by the path of A. Also, it clear that there
is no trend in the level of employment.

For this economy, the optimization conditions, given by equations (8) and (9)
can be written as follows:

(l) _ 6B, [F1 (Bei1, a1, A1) + (1 = 6) k;] , (A2)

Cy Cr+1

and

(clt) [P (Key 12ay As) + Oex (a1 — ns)] — BE [9t+1X (e — nH_l)] =1. (A3)

Ci41

Now a version of the finite element method is used to solve for the decision
rules for this model. First the steady-state is found for the levels of the endoge-
nous or decision variables. The important decision variables here are the capital
stock and employment levels. Secondly, a finite set of points is chosen around
the steady-state for the state-space of these variables. These points are chosen
to be concentrated more closely to the steady-state, rather than being evenly
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spaced. For models without any distortions, the choice of two points is sufficient
since this implies linear decision rules, which is the standard manner in which
many dynamic models are solved. Choosing more points merely allows for more
“non-linearity” in the decision rules. Thirdly, the optimal decision rules are cal-
culated from repeatedly iterating on equations (A2) and (A3) as follows. First
an initial guess is made for the optimal decision rules at each point in the state
space. Then, a new decision rule is calculated, assuming that all future behavior
is determined by the previous iteration, and by employing an interpolation rou-
tine so that an agent’s decisions are not restricted to lie in the same grid on every
iteration. The procedure is terminated when the decision rules have converged,
which can be relatively quick on a Pentium machine.

The actual solution of the model is impeded by the fact that at each iteration,
and at each point in the state space, the optimization condition (A3) must be
structured to take into account whether the variable x is positive or not. In
particular, as equation (A3) indicates, the choice of employment n; must take
into account the term involving x (n;—; — ;) and that involving the expected
value of x (n; — ngy1). By taking these effects into account, the solution of the
model takes somewhat longer than it would otherwise.

The time-series for the model were generated as follows. First, the deci-
sion rules for the stationary or **’ economy were obtained. Secondly, the non-
stationary behavior of all the aggregates was obtained by “adding back in the
trend”, as produced by the time-series for A. Then the resulting series were
detrended using the Hodrick-Prescott filter.
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